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to AGARD Lecture Series No.104 on Parameter Identification.

Page 1-5: Paragraph 5 should read:
"It is appropriate to use as a measuring unit a strap-down inertial ... "

Page 1-7: Paragraph 8 should read:
"The introduction of parameter identification techniques into dynamic model testing, employing
dynamically..."

Page 1-19/20: Exchange captions of Figure 5 and Figure 6.

Page 2-8: Equation (56) should read:
"V(i) = y(i) - y(i, 0)"

Page 2-8: Line 31 from above should read:
"E{x(O)} = x0 and E{[x(O)- x0 1 2} Po

Page 2-11: Equation (95) should read:
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Page 3-1 : Summary should read:
"The discussed input signals, which were used in a flight test program, are compared with
respect. ..

Page 3-6: Formula should read:
"Jij = uNT AT W -1 A uN

Page 3-10: Paragraph 6 should read:
"The flight testing was carried out.. "

Page 10-2: Equation (2) should read:
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PREFACE

This Lecture Series No. 104 on the subject of Parameter Identification is sponsored
by the Flight Mechanics Panel of AGARD and implemented by the Consultant and
Exchange Programme.

The aim of this Lecture Series is to review the present state of the art of Aircraft
Parameter Identification Techniques and to provide a critical appraisal of current methods
developed and applied to the problems of Analysis of Flight Test Data in a number of
NATO countries. Particular emphasis is placed on the practical aspects of Aircraft
Parameter Estimation to generate information useful for the Flight Test Engineer.

P.IAMEL
Lecture Series
Director
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AIRCRAFT PARAMETER IDENTIFICATION METHODS

AND THEIR APPLICATIONS - SURVEY AND FUTURE ASPECTS

by

P. G. Hamel

Institut fUr Fluqmechanik

Deutsche Forschungs- und Versuchsanstalt
for Luft- und Raumfahrt e.V. (DFVLR)

D 3300 Braunschweig-Flughafen, West Germany

SUMMARY

rhis paper is intended to give an overall view of the methods for the determination
of aircraft flight mechanic parameters from flight tests and the problems associated
with them. Improved technologies in the field of instrumentation, data handling and
data Processing as well as improved methodologies for optimum control input design
have contributed to broaden the application spectrum for parameter identification.
For example, these methods are becoming standard procedures for aircraft handling
qualities investigations and acceptance testing.

Future relevant research topics will deal with the identification of high order
system aircraft dynamics including high angle of attack flight conditions incorporating
nonlinear and unsteady flow separation dynamics. In addition, system identification
demands for active control technology flight vehicles implementing aeroservoelastic
coupling effects and control surface interactions within an extended frequency bandwidth
will become subject of increased attention. Further, still existing limitations with
regard to the in-flight determination of parameters of highly coupled rotorcraft
systems have to be eliminated. New activities in the fields of in-flight determined
parameters of missile system flight mechanics and external store separation dynamics
may evolve.

1, INTRODUCTION
During the past years there has been a constant effort in determining dynamic

aircraft parameters, such as stability and control derivatives, from flight test
measurements. Several factors are involved in the increased application spectrum of
flight test methods for aircraft state and parameter identification. One of which is
the fact that the evolution of flight test instrumentation, analytical capability and
computational facilities nowadays make aircraft parameter identification methods to
routine prrcedures, which, in turn,have generated sufficient practical experience to
gain confidence in utilizing these techniques.

Seen from the aspect of cost-effectiveness another factor involved is the demand
to reduce the amount of costly and time consuming aircraft flight testing with respect
to specification requirements. It seems possible to further reduce a considerable
portion of the flight test programme by application of aircraft parameter identification
methods Ill.

An additional important factor is emerging from the area of implementation of active-
control-technology (ACT) or control-configured-vehicle (CCV) concepts offering the promise
of significantly increased aircraft performance and operational capability. It is well-
known, that this approach extends the traditional tradeoffs between aerodynamics,
structures and propulsion to include the capabilities of a full-time, full-authority
fly-by-wire control system [21.It is imperative that the aerodynamic stability and
control parameters of such active control aircraft inflight have to turn out as predicted,
since the inherent stability margings will be lower and the flight control system must
correct these deficiencies to provide required handling qualities.

The aim of this lecture series of the AGARD Flight Mechanics Panel is to review the
present state of the art of aircraft parameter identification techniques and to provide
a critical appraisal of current methods developed and applied to the problems of analysis
of flight test data in a number of NATO countries. Particular emphasis is placed on
practical aspects of aircraft parameter estimation in order to generate information
useful to the flight test engineer in industry, applied research facilities and
universities. Special reference is also made to comparing different approaches to
the aircraft parameter identification flight test and evaluation methodology under
equal experimental conditions in order to provide guidelines for the user's selection
and application.
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2. REVIEW OF AGARD ACTIVITIES

Before going into more technical details it is worthwile mentioning the substantial
role of the AGARD Flight Mechanics Panel to identify the importance of extracting aircraft
stability and control parameters from flight tests and to provide a multitude of
documentation within the various AGARD publication series (Table 1). Included in this
review are some informations about dynamic windtunnel test techniques because they play
an essential part in predicting aircraft dynamic stability parameters within the
preliminary design stage. In addition, these dynamic data obtained from ground testing
are valuable as a priori parameter estimates for modern computerized aircraft
identification methods.

From Table 1 it can be seen that AGARD treated this problem area as early as 1955.
Special reference should be made to the AGARD Conference Proceedings CP 172 (1975) on
Methods for Aircraft State and Parameter Identification which contain all papers
presented at a Specialist's Meeting of the Flight Mechanics Panel of ArARD htId t
NASA Langley Research k nter in November 1974 [31. The present AGARD Lecture Series 104
is a direct outcome from the above Specialist's Meeting.

In further consequence, the AGARD Flight Mechanics Panel has asked Dr. Kenneth W.
Iliff, a most experienced NASA expert in the field of aircraft parameter identification,
to prepare an AGARDOgraph entitled Parameter Identification as a follow-up action to
the present Lecture Series 104. This AGARDOgraph is under preparation of the well-known
AGARD Flight Test Manual Series and will address the general flight test methodology
of aircraft parameter identification in a more unified way including some of the main
conclusions of the Panel Discussion of the Lecture Series 104.

Finally, the AGARD Scientific Publication and Technical Information Panel has
arranged for this Lecture Series a Bibliography entitled Parameter Identification. The
Bibliography with abstracts was prepared by the Scientific and Technical Inforamtion
Branch of the U.S. NASA, Washington, and is enclosed at the end of this Lecture
Series Edition.

For quick information references [4, 5, 6] are available from the above list of
AGARD publications. They review the main aspects pertinent to the field of methods for
aircraft state and parameter identification.

3. DEFINITIONS FOR PARAMETER IDENTIFICATION

QUADRANGLE OF FORCES

Figure 1 represents an aircraft "Ersatz" model from a flight mechanics standpoint.
The aircraft dynamic response behaviour (output) due to disturbance (gusts) and control
(pilot) inputs is described by the interaction of inertial and aerodynamic forces as
well as elastomechanic and control forces.

It is evident that aircraft stability, controllability and sensitivity is in principle
influenced by all four kinds of forces. The relative effects of these forces on the
aircraft's dynamic response is varying between different aircraft configurations and
operations.

Whereas static and dynamic structural and control force influence parameters can be
properly modeled without airloads by ground test techniques, the identification of
aerodynamic forces and loads require windtunnel and flight testing. Static and dynamic
windtunnel testing methods play an important role in the preliminary aircraft design
although aerodynamic scale effects and windtunnel model deficiencies may lead to severe
limitations in the applicability of windtunnel data.

Therefore, flight tests are important and necessary to isolate limits and uncertainties
from the prediction techniques of aircraft aerodynamics and flight mechanics. Perhaps more
than any other technique parameter identification provides the basis for flight/ground
testing correlation by extracting as much information as possible from subscale and full-
scale windtunnel and free flight tests.

Precisely defined, parameter identification is the determination, on the basis of
input and output of a system within a specified class of systems to wlich the system
under, test is equivalent. This means realistic expressed with respect to the present
problem area that aircraft parameter identification is related to the flight test
verification of qualitative (model) and quantitative (coefficients) aerodynamics from a
flight mechanics standpoint (Figure 1). Hence, aircraft parameter identification may be
subdivided into two distinct areas:

" System identification, primarily concerned with the mathematical structure of
aircraft models and

" Parameter estimation, the quantifying of parameters or coefficients for a selected
aircraft model.
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IDENTIFICATION FRAMEWORK

A fai-ly general synoptic description of the procedure applied for determining the
flight vehicle states and parameters from flight tests is given in Figure 2. The para-
meter identification framework can be divided into three parts:

The first is instrurnentation and filt P-s which covers the entire data acquisition
process and takes into account the effects of measurement noise.

The second called flight test techniques is related to input design. The input
signals have to be optimized in their spectral composition in order to achieve accurate
identification.

The third describes ana ysis of fZight test data which includes the mathematical
model of the aircraft and an estimation criterion which devises some iterative
computational algorithm to adjust some a-priori estimate of the parameters until a set
of best parameter estimates is obtained which minimizes the response error.

Corresponding to 'he above three strongly interdependent topics on parameter
identification the first half of the technical programme of the present Lecture Series
will be devoted to these key aspects. The main emphasis in the second part is placed
on practical applications of the parameter identification framework to various aircraft
and rotorcraft problem areas including extreme flight regimes and closed loop aspects.

4, REQUIREMENTS FOR PARAMETER IDENTIFICATION

Although the essential flight vehicle aerodynamic characteristics can be predicted
with rather satisfactory accuracy by means of theoretical calculations and windtunnel
measurements, the requirements for more precise, experimentally determined aircraft
flight mechanics parameters have increased.

ACCEPTANCE FLIGHT TESTING

For example, the acceptance flight testing of the flying qualities of modern weapon
systems with respect to the requirements of military specifications is costly and time
consuming. A considerable portion of the flight test programme can be eliminated by
implementing aircraft parameter identification techniques. This method would be employed
to extract the aircraft stability and control derivatives from data obtained through
a preselected limited number of flight test points. The specification of flight test
points is a matter to insure that flight envelope parameters like Mach number, angle of
attack and normal load factor are adequately covered. In turn, the derivatives would be
used to verify the handling qualities of the aircraft with the military specification
requirements [1, 78].

TRACKING FLIGHT TESTING

Also, requirements for increased maneuverability of modern combat aircraft make the
task of assessing the overall handling qualities or precision controllability more
difficult. The analysis of precision tracking tasks depends heavily on the integration
of the pilot, flight control systems and the aircraft dynamics. From a flight mechanics
standpoint, the adoption of tracking flight tests offer a closed-loop task that has the
advantage of permitting a quantitative evaluation in addition to the qualitative pilot
assessment [9, 10]. Such pilot-in-the-loop precision tracking flight test provide actual
flight vehicle data not only for the extraction of stability and control derivatives of
the aircraft within a matrix of angle of attack and normal load factor but also for the
identification of pilot dynamics.

PlO FLIGHT TESTING

In addition, the identification of closed loop pilot-aircraft dynamics is especially
important when pilot induced oscillations (PIO) are encountered. It is probably safe to
say that PIO should be expected to occur with each new aircraft because the problem
cannot be predicted authentically without accurate knowledge of the aircraft/flight
control system dynamics. For advanced aerodynamic configurations and modern digital
flight control systems it is therefore essential to require baseline tracking tests
during initial stages of flight testing to enable a rapid detection and elimination
of hidden PIO problems [11]. Here again, parameter identification techniques can
contribute to more effective quantitative flight testing.

ACT FLIGHT TESTING

Finally, future highly maneuverable aircraft will incorporate active flight control
technology (ACT) with blended aerodynamic control surfaces which are very closely
coupled aerodynamically. Adverse aerodynamic interactions between the force and moment
producers of an ACT aircraft as well as nonlinear aerodynamics at the extremes of the
flight envelope can be prime factors of an increased requirement for a better and
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accurate definition and estimation of aerodynamic characteristics 112, 13, 14, 151. The
application of ACT using high performance, full authority fly-by-wire control systems
will require thorough higher order aerodynamic, structural, electrical and hydraulic
mathematical models of the aircraft and its control system. The existing flying qualities
requirements of MIL-F 8785 B need updating in order to better handle such complex
aircraft dynamics, also called higher order systems (HOS) 116]. The impact of Active
Control Technology on aircraft complexity is indicated in Figure 3 where specific items
of conventional or low order system (LOS) aircraft dynamics are compared with active
control or higher order system (HOS) aircraft dynamics.

By introducing increased flight test data accuracy and improved and reliable
parameter estimation techniques the flight test methodoloay of aircraft parameter
identification can be used not only to reduce the amount of ever increasing flight
time on specification testing of HOS aircraft but also to contribute toward safer and
more effective flight testing.

ROTORCRAFT FLIGHT TESTING

In contrary to fixed wing aircraft, rotorcraft identification is a still more
complicated task due to strong coupling of all rigid-body modes plus additional flexible
modes introduced by the rotor blade system. HOS rotorcraft of the future implementing
fly-by-wire control and higher-harmonic active control systems will require unique and
sophisticated flight test methods for the accurate identification of not only stability
and control derivatives but also aeroelastic (rotor) parameters. High vibration levels
and inefficient instzumentation in extreme flight regimes are further aggravating
factors.

Due to the fact that rotorcraft have to meet stringent flying qualities reguirements
arising from various well defined operational needs like NOE or TF flight missions under
all weather and severe combat conditions, again it can be stated that the existing
military flying qualities requirements for rotorcraft are inadequate for proper
application. Also, there is a lack of mutuality with regard to military handling and
ride quality requirements within a country among the military services civil service
and between countries within NATO [17].

Therefore, joint research in the field of mission oriented flying qualities for
advanced rotorcraft systems is required. Practical and reliable parameter identification
flight testing can provide a powerful and cost-effective tool to improve and unify
rotorcraft handling and ride qualities acceptance testing in the future.

5. APPLICATION SPECTRUM FOR PARAMETER IDENTIFICATION

BASIC APPLICATIONS

Including the foregoing stated broad requirements for aircraft parameter identification
in the field of handling qualities verification the basic application spectrum for exact
and rcliible stability and control parameters is the following:

" Acceptance testing of aircraft handling qualities including effects of mission and

configuration changes as well as external store interference.

" Data correlation for increasing confidence in flight mechanic prediction techniques.

" Data utilization of industry for isolation and identification of nonanticipated
aerodynamic effects and further aircraft development.

" Optimization of aircraft stability augmentation and active control systems by accurate
description of airframe parameters.

* Data generation for basic computer simulations, fixed and moving base ground simulators
and airborne simulators.

" Improvement of flight test and data evaluation methodologies in general.

" On-line identification of aircraft parameters for adaptive control.

SPECIFIC APPLICATIONS

Specific problem areas have accentuated the need for parameter identification. Some of
these problem areas are concerned with the in-flight determination of:

" High angle of attack flight mechanics generating nonlinear (amplitude dependent) and
unsteady (frequency dependent) aerodynamic characteristics [15].

" High angle of attack flight mechanics providing kinematic and aerodynamic cross-coupling
between lateral and longitudinal degrees of freedom [12, 15, 181.
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" Closed loop stability and control augmentation effects on handling qualities
evaluations [1, 191.

" Critical aerodynamic characteristics of full-authority active control surfaces due
to flow separation, interference and coupling effects [20, 21].

" Important structural mode parameters for optimizing aeroservoelastic coupling
effects by means of active control technology [2].

" Engine-airframe coupling parameters due to inlet control deficiencies or extreme
flight conditions [22].

" Critical airload parameters of fixed-winq and rotorcraft in extreme dynamic flight
conditions for certification purposes [23].

" Rotor-airframe control and coupling parameters for improved rotorcraft stability and
control augmentation [24, 25].

" Aircraft proneness to pilot induced oscillations by gaining adequate information on
airframe-flight control system parameters [11, 261.

6. INSTRUMENTATION AND FILTERS

ERROR SOURCES

A principal source of inaccuracy in identifyini aircraft parameters is the error in the
flight test instrumentation. Therefore, parameter estimation accuracy is highly dependent
on the quality of the flight measured data [27, 28].

In order to determine the suitability of the utilized instrumentation, the effects of
static (scale factors, misalignments, location uncertainty and vane corrections) and
dynamic error sources (airframe vibrations, sensor dynamics, electrical noise and
inappropriate signal filters) have to be taken into account.

RELEVANT DOCUMENTATION

Classic information on flight test instrumentation for parameter identification is
given in Ref. [29]. To satisfy the need for specialized documentation in the field of
sophisticated flight test instrumentation, and to promote a better understanding between
the flight test engineer and the instrumentation and data processing specialists, the
AGARD Flight Mechanics Panel started a renewed effort to establish a series of
separately pul.ished monographs on selected subjects of flight test instrumentation.
Within this AGARD Flight Test Instrumentation Series several new Volumes have been
produced which provide valuable information on instrumentation system design for
parameter identification purposes [30, 31, 32]. Well designed instrumentation and
filtering systems have increased the parameter identification accuracy dramatically [331.
More information on aspects of optimum flight test instrumentation design will ba given
in this Lecture Series by Bre eian.

DATA CHANNEL COMPATIBILITY

In order to avoid wasting of valuable flight test, research and computer time due to
signal incompatibility between various signals, flight test data analysis should
determine as early as possible whether the data channels are compatible. Adjustments
can be made by application of special computing techniques for estimating aircraft
states (positions, velocities and attitudes) from measurements recorded in-flight
[34, 35, 36]. It is appropriate to use as a measuring unit a strapped-dowm inertial
system providing angular rate and acceleration information. If, in addition, an
airflow vane is available for measuring the airflow angle of attack and the inertial
angle of attack (computed from the inertial velocities) it provides a measure of
turbulence acting on the airframe [37].

Finally, nowadays there are software techniques for redundancy management of digital
flight control systems at hand which implement observer techniques to the reconstruction
of failed sensor outputs. These techniques may offer the advantage to provide additional
redundancy, compatibility and confidence between measured signals for parameter
identification applications.
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7. FLIGHT TEST TECHNIQUES

INPUT DESIGN

The importance of adequate design of flight test maneuvers for parameter identifica-
tion purposes is well recognized 138, 39]. The reliability of aircraft parameter
extraction from flight test maneuvers depends heavily on the amount of information
available in the response. Therefore, the shapes of the control inputs should be
chosen such that they excite each pertinent mode of the aircraft dynamics as much as
possible. Generally, as there is neither an ideall located single control surface nor
a single control input shape possible which could excite all modes of the aircraft
response equally well, it is mandatory to design and apply specific optimum inputs for
all available control surfaces of the aircraft under investigation within the flight
envelope of interest.

The design of optimum input signal can be performed in the frequency or time domain
considering system criteria and estimation error criteria. Evaluations, practical
applications and performance comparisons of optimum inputs will be discussed in a
subsequent paper given by PZaetsohkc within this Lecture Series.

PILOT INPUT IMPLEMENTATION

The optimized inputs can be generated manually by the pilot or if available by some
automatic input device like a fly-by-wire control system. With an automatic device any
kind of optimum continuous input signals can be performed. In the other case of manual
inputs, ultistep type sequences like combination of some fundamental types (doublets,
pulses and steps) can be implemented by the pilot in practice.

r 'ure 4 shows two examples of the pilot's ability to realize prescribed control
inputs. On the left side of Figure 4 the optimum DFVLR 3211 input signal was flown by
a pilot in a small transport aircraft CASA 212 within a Spain-West Germany cooperative
flight test programme [40]. The input signal was connected electrically to the left
needle of a dual vertical scale instrument. The right needle was driven by the control
surface deflection signal (elevator). With this simple visual cue the pilot needed only
to try to cause by control column deflection the right needle to follow the left needle
commands. The elevator has then to perform the programmed deflections. This system
enabled the pilot, after spending a minimum amount of training, to fly the wanted
signals quite well.

On the right side of Figure 4 a special designed Calspan rudder input signal was
nicely implemented by the pilot in practice on a F-106 A during a flight experiment
conducted by the USAF. Alternating with the rudder, additional aileron input signals
were applied by the pilot to perform a pseudo-sideslip maneuver [41].

MULTI INPUT MANEUVER

As was discussed in this section earlier, there are problems to accurately
identifying flight vehicle parameters when only one control input is used to excite
all modes of the vehicle. The inability to estimate some terms accurately is because
the influence of these terms on the flight vehicle dynamics is small. An equivalent
situation is given if there exists a strong dependency between two motion variables or
between a motion variable and a control input. A classical example in flight mechanics
is the difficulty to separate the transl2tional acceleration derivative cf&
independent of the angular rate derivative cMg due to the fact that translational
acceleration and angular rate are nearly dependent. Selecting and combining physical
meaningful different inputs (maneuvers), it was shown, that it is possible to
separately estimate both aircraft parameters [42]. In general, it can be concluded
that identification problems due to high correlation of measured signals can be
overcome by multiple input maneuvers. Also, the interaction of turbulence with the
airframe may, if properly modeled, aid in the identification of aircraft parameters.
This is because turbulence acts as another input signal in addition to the usual
control input 1371.

MULTIPLE MANEUVERS

Further, the evaluation of aircraft parameters can also be improved by using
selected multiple maneuvers with single or multiple inputs. The use of a large amount
of information from multiple data runs is especially meaningful for identification of
rotorcraft parameters in unstable flight regimes as well as for augmented aircraft
with various highly correlated measured signals. These aspects will be discussed in
more detail in subsequent papers of this Lecture Series presented by Kolot a and
Koehler.

Finally, *ultiple input design is also attractive for identification of the effective-
ness oE active control surfaces. In selecting the optimum input for control parameter
identification, it is mandatory to excite also the eigenmotion of the airplane since the
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technique of identifying active control parameters involves also the identification
of stability parameters. A poor identification of the latter parameters would affect
the quality of the active control parameters.

ACTIVE CONTROL PARAMETER IDENTIFICATION

Figure 5 indicates, as an example, the sequence of control inputs for the
identification of active flap and spoiler control parameters of the airborne
simulator DFVLR-lansa Jet. First, the short period and phugoid motions are excited
by a DFVLR 3211 elevator signal. Then an equivalent 3211 input signal of either the
spoiler and flap separately, or a combined spoiler-flap setting is applied [44].
As illustrated on the left side of Figure 5 the time responses of the flight test
data and the model identified using flap and spoiler derivatives from separate
identification runs show a relatively good agreement. Some errors in pitch rate and
accelerations are due to flap-spoiler interference. This is confirmed by the right
hand side of Figure 5, where a better match has been achieved using control parameters
identified by a combined flap/spoiler input signal.

Figure 6 indicates the flight test determined flap and spoiler control parameters
for different reference (index "0") deflections. It is apparent, that the flap
effectiveness derivatives cMF and cLJF are only slightly influenced by
superposed spoiler dynamics whereas the spoiler moment effectiveness cms. reveals
a strong amplitude sensitivity with respect to flap dynamic interference.

Further specific aerodynamic interference effects of active control surfaces have
been observed during flight testing of two other airborne simulators. For example, the
original midwing located active side-force control surfaces of ihe airborne simulator
Calspan TFL generated substantial and unexpected flow separation on the wing which
caused a large decrease in the aircraft lift and a large increase in induced drag. In
addition, there were changes in the side force effectiveness experienced due to
interactions with the active lift flap deflections [451. A modified maximum likelihood
estimation technique was used to determine the aerodynamic derivatives of the airborne
simulator NASA-Jet 7tar. The aircraft was equipped with direct lift and side force
control surfaces. The two side force control surfaces were mounted side by side beneath
the center wing. Figure 7 indicates a significant interference effect of the side
force generator on the lateral stiffness (cle ) and damping (clp ) parameter at low
angles of attack, whereas the side force control effectiveness remains merely unchanged.
Similar trends of strong interference could be discovered also for other stability and
control parameters [46].

Finally, recent flight test experience involving the CCV/YF-16 testbed vehicle
demonstrated impressively that active control surfaces used to decouple aircraft motions
and implement ACT concepts can be expected to exhibit aerodynamic nonlinearities and
interference. These aerodynamic interactions can produce adverse effects and limits
beyond which aircraft flight control system fixes of aerodynamic characteristics are no
longer feasible [20].

Therefore, it can be concluded that active control parameters have to be estimated
from initial flight test data to identify and solve potential adverse aerodynamic
interactions problems as early as possible.

DYNAMIC MODEL IDENTIFICATION

To improve the identification quality of sensitive, low-influence or highly correlated
parameters by careful selected flight test maneuvers it is important to gain sufficient
physical insight into the phenomenon to be analyzed. This can be achieved in a more
fundamental way by properly defined flight test maneuvers in dynamic windtunnel or free
flight model testing facilities.

The introduction of parameter identification techniques into dynamic model testing,
cxploying dynamically scaled and controllable light-weight aircraft models, is attractive
because more controlled experiments than flight tests are feasible. If, in addition,
realistic and reproducable gust generating devices for discrete gust or continuous
turbulence simulation are available the advantage of this type of dynamic windtunnel
testing is the good observability of all state, control and disturbance variables acting
on the aircraft model. All standard or optimized control or disturbance (turbulence)
input signals for parameter identification, such as single and multistep or continuous
excitations, can be repeatedly performed [47, 481. More information and practical
experience can be found in a subsequent paper presented by Voriyr g e in this Lecture
Series.

3. ANALYSIS OF FLIGHT TEST DATA

TIME DOMAIN ESTIMATION

In recent years three groups of time-domain estimation techniques for the identification
of aircraft parameters from flight tests have evolved. They include the equation error and



output error method and two advanced statistical methods. The last two advanced methods,
the generalized maximum likelihood and extended Kalman filter method, can solve the
general estimation problem including the extraction of aircraft performance, stability
and control parameters for a nonlinear model from flight data containing process
(turbulence) and measurement noise (sensor errors). At present, the maximum likelihood
method is widely accepted as one of the best methods for parameter estimation.
Multiple practical experience has been gained during the last decade. For example,
the U.S. "Mekka" of aircraft flight testing, the NASA Dryden Flight Research Center has
estimated stability and control parameters from over 3000 maneuvers performed by 30
different aircraft [6]. More information about this impressive practical experience in
the field of aircraft parameter identification will be presented by Iliff in this
Lecture Series.

FREQUENCY DOMAIN ESTIMATION

It can be shown that the aforementioned three groups of parameter evaluation methods
are equally well formulated in the frequency domain for linear models of the system
under test. The measured data for these methods can be either the frequency response
curves or the transformed input and output time histories. Frequency domain methods for
aircraft parameter estimation may be advantegeous for the identification of aeroelastic
and unsteady aerodynamics effects [491. In addition, these methods are attractive for
estimating socalled equivalent time delay effects of high order system (HOS) dynamics
of future active control technology aircraft, as will be seen later. A more detailed
overview of the present state of the art of identification (valuation methods and its
merits associated with them will be given by KZein in his peper on this subject
within this Lecture Series.

MATHEMATICAL MODELS

It can be stated that linear stability and control derivatives can be determined from
flight test data in a routine manner. Nevertheless, the application of parameter
identification techniques to each flight test programme must be considered individually,
depending on the objectives of that testing. Further problems can develop when modeling
errors of the aircraft under test are apparent because the best form of the mathematical
model is not always obvious. For example, this can be true for flight dynamics with flow
separation at high angles of attack, unsteady aerodynamics due to highly responsive
active control surfaces and unsteady interfering aerodynamics of several closely coupled
active control surfaces. For V/STOl flight mechanics, effects of powered lift, vectored
thrust, or rotor-aeromechanics as well as ground proximity interference have to be taken
into account. In all these cases there is a need to get into details of aerodynamic
phenomena for adequate modeling of aircraft dynamics.

The consequent way to establish a valid mathematical model is to start with a linear
model which is adequate for small-perturbation analysis for conventional aircraft.
Nonlinear models become necessary for extreme flight regimes where consideration of
non-attached critical flow or controlled vortex flow is essential. In this case, the
model form is established using series expansions or high order terms to represent
nondimensional forces and moments for selected ranges of angle of attack. Strict care
has to be taken when generating such curve-fitting polynomial models for aerodynamic
coefficients, that these additional high order terms have physical interpretation from
a flight mechanics standpoint. It is also important to notify that the estimated high
order coefficient will generally tend to be only close to the actual coefficient in the
angle of attack regime for the record from which they were estimated. Outside this range
the validity of the estimates are doubtful [411. More detailed information on aircraft
parameter identification experience in extreme flight regimes will be presented in a paper
by Ross in this Lecture Series.

MODE COUPLING IDENTIFICATION PROBLEMS

Investigations of aerodynamic coupling are of current interest because aircraft flying
at high angles of attack exhibit kinematic and aerodynamic coupling due to effects of
separated flow [15]. Asymmetric flight conditions and corresponding aerodynamic coupling
[50, 511 can also arise from asymmetric aircraft components like the oblique wing [52],
asymmetric stores and engine out/off conditions as well as from uncoordinated turns and
active control disharmony [20].

In principle, the application of the maximum likelihood estimation method is
straightforward to the identification of flight vehicles with kinematic, aerodynamic and
aeroelastic coupling between the longitudinal and lateral-directional modes. However, a
multitude of practical computational and numerical problems may arise from this approach
due to a high number of states, observations and control inputs.

This is especially true for rotorcraft parameter estimations where complex mathematical
models, mainly due to the periodic rotor aeromechanics, have not only to include the
strongly coupled rigid body modes but also elastic modes due to the rotor blades, shaft
and fuselage flexibility including tail rotor dynamics. Therefore, a large number of un-
known rotorcraft parameters have to be identified. More detailed information about



rotorcraft related identification problems and experience can be found in the paper
of k altka prepared for this Lecture Series.

MODE SEPARATION TECHNIQUE

Many problems resulting from the handling of a large number of unknown parameters
can be alleviated if Lhe longitudinal and lateral-directional motions are analyzed
separately. The longitudinal and lateral models are generally complete in that all
cross-coupling terms are included.

Therefore, these models are together capable of describing all degrees of freedom and
large amplitude aircraft responses. This is done in the longitudinal analysis by using
the ,o ' c, lateral-directional responses as inputs to the longitudinal equations
and, vice versa, the lateral-directional analyses uses the measured longitudinal
responses [41, 52]. The assumption necessary for this approach can be seen in analogy
to the prerequisite of the classical equation error method, that is, the measurements
are relatively accurate and without noise contamination. Also, the cross-coupling
terms must be small compared with the standard terms.

ASYMMETRIC FLIGHT MODE IDENTIFICATION

An unexpected example of hidden aerodynamic coupling due to aircraft yaw asymmetry
was discovered during routine data analysis within a parameter identification flight
test programme of the airborne simulator DFVLR-Ransa Jet 1531.

From Figure 8 it can be seen that an elevator input signal (DFVLR 3211) generated
a normal longitudinal response (run 1). On the other hand, a considerable longitudinal
response is also evident with respect to a rudder input command (not shown in Figure 8).
At the same time, a negligible elevator input (run 2) can be observed.

The two maneuvers were combined to provide a sufficient amount of information about
the aerodynamic coupled system under test. Application of the aforementioned mode
separation technique in analyzing the longitudinal modes by including kinematic and
aerodynamic coupling terms and using the measured lateral-directional responses yielded
reasonable agreement of the measured and computed time responses of the model identified
(Figure 8).

From a corresponding evaluation of the estimation errors it was concluded that the
main coupling effect was approximately modeled by a first and second order term of the
sideslip pitching moment (i.e. cM( and CMA2 .

Figure 9 describes the modelinq schematic and the sequence of events for this case
of one-sided coupling due to aircraft yaw asymmetry.

HIGH ORDER SYSTEM (HOS) MODELING

To overcome the problems with which analysts are often faced, i.e. problems of
selecting the mathematical model which is suited best for determining the desired
parameters, several efforts have been undertaken to discuss unified approaches and
propose criteria which are useful in deciding how complex a model should be [54, 55, 561.
On the other hand, the possibility to start the parameter estimation sequence with
physical meaningful models seem still to be the most attractive alternative. Some
general aspects in this context will be discussed with relevance to the modeling of
future active control aircraft in the following.

Figure 10 indicates the evolution of aircraft dynamic modeling within the last
thirty to forty years. The three steps of rigid, augmented and active control aircraft
dynamic modeling including an accumulation of interacting aerodynamic, inertial, control
and elastic forces is apparent. The third and last step of aircraft evolution implements
the integration of active control technology. This was mainly caused by the constant
demand for reduction in direct operating costs of commercial aircraft and improvement
of the operational capabilities and mission effectiveness of military flight vehicles.
An aircraft utilizing active controls can, in general, be identified as one in which
independent from the pilot significant inputs are transmitted to the aerodynamic control
surfaces for the purpose of augmenting the vehicle performance, the flying and ride
qualities as well as the structural dynamics from a load and fatigue relief standpoint.
One important aspect is the necessary high frequency bandwidth of active control systems
for controlling from low frequency flight path modes up to high frequency flutter modes.
Consequently, high order system (HOS) dynamics have to be modeled in all kinds of air-
craft subsystems as indicated in Figure 11. Figure 11 gives an overall impression on
what kinds of HOS effects have to be accounted for in order to generate physical
convincing aircraft models for accurate parameter identification. Included are modeling
aspects for pilot and atmosphere dynamics which, in principle, can also be identified
by parameter estimation techniques.
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ACTUATOR MODELING

A relevant example of the importance of correct modeling of aircraft and flight
control dynamics is the well-known T-38 A PIO incident some fifteen years ago. Although
several analytical studies were performed to test various theories for what causes
pilot induced oscillations it was not until recently that an already well-accepted
analytical model developed to represent the aircraft [111 had to be questioned. It was
finally discovered that the major cause of the PIO problem was a low dynamic performance
of a servo valve at higher airloads which, in turn, reduced the control surface
deflection rates with increasing hinge moments [571. As a consequence, the mathematical
model of the actuator dynamics had to be corrected for large hinge moments from a second
order into a third-order system. Adding another dramatic example of actuator limiting
due to high hinge moments causing an uncommanded load factor response [211, it can be
concluded that careful actuator dynamic modeling with respect to air loads is of high
importance for closed loop active control aircraft parameter identification and pilot-
in-the-loop investigations.

EQUIVALENT LOW ORDER SYSTEM (ELOS) MODELING

Returning to the requirements of aircraft flying qualities using system identification
methods, Figure 12 denotes the classical rigid aircraft short period equations of motion
(time domain) and the corresponding transfer function (frequency domain) of pitch rate
(q) to elevator control deflection (6 ). This low order system (LOS) model is appropriate
for conventional aircraft dynamics with negligible flight control system dynamics. Hence,
the pilot will not view any additional control system dynamics in the pitch rate response
(q) to stick-force inputs (F).Logically, parameter estimation techniques for handling
qualities investigations have to deal only with the identification of the fundamental
(LOS) parameters, denoted in Figure 12 by a prime. Standard Flying Qualities Specifications
like the MIL-F 8785 B are then readily applicable.

In contrast, the flight control and stability augmentation system (CSAS) dynamics of
current modern aircraft may have significant influences on the flight characteristics.
Thus the motions of such aircraft have to be modeled by more complex equations or
transfer functions. Therefore, aircraft with complex augmentation systems must be
represented by high order system (HOS) dynamics, which may greatly alter the aforementioned
LOS short period mode response [16, 581. Since the current Flying Qualities Specifications
do consider only the natural low-order short period modes of the rigid aircraft, and no
additional HOS modes of the control and stability augmentation system (CSAS), parameters
of an equivalent low order system (ELOS) must be found, if the classical specifications
should be applicable with any confidence.

The introduction of an equivalent low order system (ELOS) as a substitute of a high
order system (HOS) aircraft is shown for the longitudinal short period dynamics in
Figure 13. In addition to the equivalent fundamental (LOS) parameters, denoted in
Figure 13 by a star, an equivalent time delay parameter T* is needed to approximate
the phase lag. This lag is introduced by the high order flight control dynamics such
as actuator and sensor dynamics as well as filter dynamics and digital delays.
Accumulated simulation and flight test results indicate that in general, the implementation
of ELOS aircraft modeling is convenient for representing the overall flying qualities of
the aircraft [16, 58]. Also, the ELOS parameters, to be identified in the future, should
yield an important data base for temporary and new Flying Qualities Specifications of
aircraft with modern flight control systems. Frequency domain identification methods may
become here attractive especically for the estimation of equivalent time delays.

EQUIVALENT HIGH ORDER SYSTEM (EHOS) MODELING

The preceding section discussed possibilities to define equivalent low order system
parameters in order to determine flyinq qualities of HOS aircraft alona the lines of
existing Flying Qualities Specifications. Nevertheless, although the evaluation of flight
test data of HOS aircraft by parameter identification techniques may yield satisfactory
curve fits, closed loop flying qualities investigations may be unsatisfactory. This is
due mainly to an inadequate model structure of the HOS aircraft. In particular, the
flight test engineer must be aware of possible shortcomings using equivalent low order
system (ELOS) parameters for HOS aircraft flying qualities investigations.

Satisfactory fits and adequate flying qualities results can be obtained by an
mathematical description of the HOS aircraft dynamics, utilizing

" Basic low order system (LOS) airframe model,

" Equivalent (feedforward) flight control system (EFCS) model,

" Equivalent (feedback) stability augmentation system (ESAS) model.

The integration of feedforward and feedback control system dynamics into two EFCS and
ESAS transfer function models leads in combination with the basic (uncontrolled) LOS model
of the aircraft to an equivalent high oder system EHOS aircraft model (Figure 14). The
EFCS and ESAS model structure can be approximated using information supplied by the

I
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manufacturer. The principle of this approach was successfully applied to the flight
test data analysis of a combat type aircraft. That flight test programme included
open/closed loop identifications yielding relevant stability and control characteristics
[II.

More information on closed loop aspects of aircraft parameter identification within
this Lecture Series will be given by , L' r.

9. FUTURE POTENTIAL

In addition and referring to the wide application spectrum for parameter identification,
discussed and described in section 5 of this paper, the following future research topics
can be highlighted:

* Identification of nonlinear and unsteady aircraft dynamics including the modeling of
high angle of attack and normal load factor aerodynamics,

9 IdentificaLion of aerodynamic control characteristic- for active control applications
including aerodynamic iteractions for various flight modes,

o Identification of high ordcr system aircraft dynamics including the modeling of
strujtures, electronics and hydraulics of future active control systems,

* Identification of the effects of control system lags and time delays on the
rilot-in-the-loop flying qualities,

* Identification improvements for highly coupled rotorcraft systems by elimination of
severe modeling limitations,

* Identification of missile captive and launch parameters including the effects of
limited instrumentation (Figure 15 gives an impression of the inadequate state of
the art of matching model estimates with flight test data 1591),

* Identification of external store interference and separation parameters using non-
optical instrumentation (current state of the art in the field of store, separation
analysis from flight tests is limited to photographic instrumentation [601).

10. CONCLUSION AND RECOMMENDATIONS

It was the purpose of this paper to highlight some of the requirements, applications,
advantages and problems as well as present and future potentials of aircraft parameter
identification techniques.

Improved technologies in the field of instrumentation, data handling and data
processing as well as improved methodologies for optimum control input design have
contributed to broaden the application spectrum for parameter identification. For
example, these methods are becoming standard procedures for aircraft handling qualities
investigations and acceptance testing.

Future relevant research topics will deal with the identification of high order
system aircraft dynamics including high angle of attack flight conditions incorporating
nonlinear and unsteady flow separation dynamics. In addition, system identification
demands for active control technology flight vehicies implementing aeroservoelastic
coupling effects and control surface interactions within an extended frequency bandwidth
will become subject of increased attention. Further, still existing limitations with
regard to the in-flight determination of parameters of highly coupled rotorcraft
systems have to be eliminated. New activities in the fields of in-flight determined
parameters of missile system flight mechanics and external store separation dynamics
may evolve.

For further discussion, the following items are recommended:

* Application of mode separation techniques for rotorcraft parameter identification,

" Application of parameter identification techniques for dynamic wind tunnel testing
including optimum gust and control input design,

" Application of reproducable dynamic wind tunnel testing for the estimation of
"difficult" aircraft parameters,

" Application of equivalent low order system modeling for parameter identification
of aircraft with complex active control systems,

" Application of parameter identification techniques for the evaluation of acceleration/
deceleration control responses of combat aircraft,

" Application of system identification techniques for dynamic airload estimations during
critical takeoff, landing and heavy turbulence maneuvers,
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Application of common parameter identification methods including unified inputs,
instrumentation and data analysis for future standardized acceptance flight testing
within the NATO communities. Some steps in this direction have been initiated by
a common flight test programme between The Netherlands and West-Germany [61].

It is hoped that the outcome of this Lecture Series will uncover those aspects of
parameter identification which have not been treated sufficiently in the past. Also,
new or alternative thinking along these lines would be welcomed.
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Table 1: Review of AGARD Publication in the field of Aircraft Parameter Identification

YEAR TITLE AGARD REFERENCE

1955 Dynamic Measurements in Windtunnels AG 11

1956 Some Correlations of Flight-Measured and Wind-Tunnel RP 62
Measured Stability and Control Characteristics of
High-Speed Airplanes

1958 An Example of the Determination of Principal RP 189
Aerodynamic Coefficients from Flight Tests

1958 On the Extraction of Stability Derivatives from RP 190
Full-Scale Flight Data

1958 Application of Dynamic Testing Procedures to RP 191

Stability and Control Flight Test Programs

1958 Stability-Derivative Determination from Flight Data RP 224

1959 Stability-Derivative Determination from Flight Data MN 1/2/10/2
(1963)

*1961 Current Progress in the Estimation of Stability RP 341
Derivatives

1961 Windtunnel and Flight Measurements of Aerodynamic RP 346
Derivatives

1966 Considerations in the Determination of Stability and RP 549/1
Control Derivatives and Dynamic Characteristics from
Flight Data

1966 Un Nouveau Type de Functions Modulatrices pour la RP 349/2/1
M~thode de Shinbrot

1966 Experience with Shinbrot's Method of Transient RP 549/2/2
Response

1966 Stability and Control CP 17/1/20,21

1969 Aeroelastic Effects from a Flight Mechanics CP 46/18
Standpoint

1972 Flight Test Techniques CP 85/10,14,16

1972 Stability and Control CP 119/13,14,23

1975 Methods for Aircraft State and Parameter Identifi- CP 172/1 to 29
cation

1976 Flight/Ground Testing Facilities Correlation CP 187/6,8,13

1977 Flight Test Techniques CP 223/5,11,12,13

1978 Rotorcraft Design CP 233/20

1978 Dynamic Stability Parameters CP 235/14,15,17,18

1978 Excitation and Analysis Technique for Flight RP 672
Flutter Tests

1979 Aeroelastic Flight Test Techniques and Instrumen- AG 160/9
tation

1979 High Angle of Attack Aerodynamics CP 247/1,14

1979 Stability and Control CP 260/16

1979 Aerodynamic Characteristics of Controls CP 262/2,3,16

1979 Parameter Identification LS 104

(1981) Parameter Identification AG to be announced

)see also AGARD Index of Publications 52/70 PtI, 71/73 and 74/76

AG = AGARDograph RP = AGARD Report
MN = AGARD Flight Test Manual CP = AGARD Conference Proceddings

LS = AGARD Lecture Series
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SUMMARY

Three groups of well established methods for airplane parameter estimation, the equation error method,
output error method and two advanced methods are presented and their basic properties described. The
advance methods include the maximum likelihood and extended Kalman filter method. For a better under-
standing of the estimation techniques a first-order scalar differential equation is used as a model of the
system under test. Then, the application of the methods to a general multivariable linear system is
briefly outlined. A note on the parameter estimation in the frequency domain is also presented. The
paper is completed by three numerical examples with the comparison of results from various methods.

I. INTRODUCTION

System identification and parameter estimation have been developed over the last 20 years as a
strategy and technique for establishing the properties of any system by the measurement of its input and
output time histories. During this development several different approaches and methods have been
proposed and tested. The process of system identification has also been applied to the determination of
airplane parameters (mostly in the form of stability and control derivatives) from flight data.

Previous approaches to the evaluation of stability and control !Ierivatives from flight data were
based mainly on time consuming steady-state measurements and on the measurement of free oscillations. The
analysis of transient maneuvers based on the least squares procedure was proposed in references 1 and 2.
This procedure was, however, applied to very simple maneuvers and resulted in only limited amount of
information about system parameters and their accuracies. For the practical analysis of more complicated
maneuvers the analog-matching technique has been used. This technique minimizes the errors of the various
responses iteratively through the human operator. Finally the increased availability of modern digital
computers has made the application of more sophisticated techniques for the estimation of airplane
parameters feasible.

The identification of an airplane using modern control theory, theory of statistical inference and new
numerical techniques has brought qualitatively new methods of airplane testing and data analysis. This new
approach makes it possible to evaluate from one test run all the stability and control derivatives together
with their accuracies and confidence intervals. At the same time the accuracy of measured data is also
estimated so that this data can be used in the analysis with a corresponding level of confidence. If
necessary, there is a possibility of separating the measurement noise in the output variables from the
external disturbances to the system caused by gust effects or modeling errors (process noise). Finally
the identification methods provide tools for a design of an experiment (optimal input form) to obtain the
most accurate results and for testing a hypothesis about an adequate form of the mathematical model
describing the analyzed motion of an airplane.

There are several methods for the estimation of airplane parameters. Their basic differences are due
to assumptions regarding an optimal criterion, which reflects the existence of external disturbances and
the presence of measurement noise in the data. Three groups of well established methods for airplane
parameter estimation, the equation error method, output error method and two advanced (statistical)
methcJs will be presented and their basic properties described. The advanced methods are the maximum
likelihood method and the extended Kalman filter method.

The paper starts with a short note on the mathematical model of an airplane which must be postulated
prior to parameter estimation. For a better understanding of estimation techniques mentioned, a first-
order scalar differential equation will be used as a model of the system under test. Then, the application
of the methods to a general multivariable linear system represeting an airplane will be briefly outlined.
Some numerical examples with the comparison of results from various methods will be given. A brief note
on the parameter estimation in the frequency domain will also be presented.

2. MATHEMATICAL MODEL OF AIRPLANE

For the determination of unknown parameters from flight data the mathematical model of an airplane under
test must be postulated. To represent any realistic flying vehicle completely would be a task of immense
difficulty. The problem of modeling an airplane raises, therefore, the fundamental question of how complex
the model should be. Although a more complex model can be justified for correct description of airplane
motion, it is not clear in the case of parameter estimation what should be the best relationship between
model complexity and measurement information. If too many unknown parameters are sought for a limited
amount of data, then a reduced accuracy of determined parameters can be expected or attempts to estimate all
parameters might fail.

In many practical applications the linear model of an aircraft is completely sufficient. The linear

equations describing its longitudinal and lateral motion are well developed and can be expressed in the form

i(t) - F x(t) + G u(t), x(0) - x. (1)

where x is the (n X 1) state vector, u is the (m X I) output vector, x0  is the (n X I) vector of initial
conditions, F and G are the matrices which include the unknown stability and control derivatives.



In some cases external disturbances to the airplane must be also included. Then model Equation (1)
is extended by adding the vector of the so-called process noise which represents a random input due to
atmospheric gust and/or certain modeling errors. Equation (1) is changed to

k(t) - F x(t) + G u(t) + r w(t) (2)

where w is the (r X I) process noise vector and r is the matrix defining the distribution of the
process noise into the static equations. Resulting model (2) is a stochastic one with x being a random
variable.

For the measured values it is usually assumed that they are taken at times tI, t2 ....., tN, where N
is the number of data points. The measurement equation is formulated as

y(i) = H x(i) + D u(i) + v(i) (3)

i= , 2 ..... N

where y is the measured output vector, v is the measurement noise vector, and H and D are the trans-
formation matrices. The vector y combines measured state variables and those which can be expressed as a
linear combination of states, e.g., linear accelerations, wind vane readings, and so forth.

3. EQUATION ERROR METHOD

The equation error (EE) method is based on the principle of least squares which was perhaps the first
approach to the concept of optimality. The least squares technique is mainly known in its application to
the curve-fitting or regression analysis. In these problems it is desired to represent the measured data
by simple functional relationship or by a smooth curve. The solution minimizes the sum of squares of
deviations between data points and corresponding points obtained from the solution.

The extension of the least squares techniques to the estimation of parameters of the dynamical system
from measured time histories of the input and output is first illustrated on a simple example. It is
assumed that the system under test is governed by the scalar differential equation

k(t) - 01 x(t) + u(t) (4)

where x and u are the state and input variables, respectively, and 91 is the unknown parameter. It
is further assumed that

(a) x, x, and u are known from measurements,

(b) x and u are measured without errors, whereas the measured values of x are corrupted by
measurement errors in such a way that

y(i) - x(i) + e(i), i = 1,2,..., N (5)

where y is the measured value of c and e is a random measurement error.

Using the measured data and Equations (4) and (5), then for each time t i  the following relation holds

y(i) - 01 x(i) - u(i) = e(i) (6)

The least squares criterion, in this case also termed as the cost function, is

N N 2

J(e) j ll e
2
(i) 

=  
E [y(i) - 1 x(i) - u(i)] (7)

It is now desired to determine the value of 01 for which the cost function has the minimum value. To
determine the minimum, Equation (7) is differentiated with respect to 91 obtaining

Nj - =- _2 E 8
L r y(i) - 01 x(i) - u(i)jx(i) (8)

For J(O) to e minimum, the right side of Equation (8) is set equal to zero. Then

A 2
a1 E x2 (i) + EZ 11(i) x(i) i y(i) x(i) (9)

Solving Equation (9) the least squares estimate of 01 is obtained.

3.1 ESTIMATION OF AIRPLANE PARAMETERS

The resultant aerodynamic forces and vomeats acting on the airplane are expreased by means of the
aerodynamic model equations which may be written as

y(t) - 9 3 + 01 x1 (t) + ... + @a Xn(t) + 9n+1 u1 (t) + ... + aq- 1 u m(t) (10)

In this equation y(t) represents the resultant coefficient of the aerodynamic force or moment, 91 through
0.-, are the stability and control derivativea, 0. is the value of any particular coefficient corresponding
to the initial stesiy-state flight conditions, x, to x. are the airplane states, and u1 to um are the
control variables.

By substituting the measured values of y, x, and u into Equation (10), then for each time interval
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y(i) - e0 - I xl(i) " " q- uim) = e(t) (i)

i 1,2,..., N

Because Equation (10) is only an approximation of the actual aerodynamic relations, the right-hand side of
Equation (11) is often referred to as the equation error. It can account for the measurement noise and/or
modeling errors. Specifying the vectors

Xi  [1, yli) ... Xn(1) , U i(i), . .. Um(i)

= [90 , G .... q-I1
T

where the exponent T denotes the transpose vector or matrix, then the equation error can be expressed as

e(i) - y(i) - X1 a (12)

The minimalization of the cost function

N 2
J() = r [y(i) - x 91 (13)iI1

is obtained by setting

aim)= 0

Because of
N- 2 x y(,) _ Xi -1 o

A i

then can be solved as

NJ T XE X T E Xi y(i) (14)

This result is called the least squares estimator of q. The block-scheme of the equation error method is
shown in Figure 1.

3.2 PROPERTIES OF LEAST SQUARES ESTIMATOR

For the examining of the least squares estimator properties the model given by Equation (11) will be
changed to

y = Xq + e (15)

where

y = y(l), y(2), y(N)]
T

e- [e(l), e(2) ..... e(N)lT

X is the (N X q) matrix defined as

1 xl(l) ..... ......... um(l)

1 X1 (2) um(2)

1 x,(N) ... ......... .um(N)

and q indicates the number of unknown parameters. The least squares estimator is obtained from the
express ion -

S =(X
T 

X) 
XT 

y (16)

which is identical to Equation (14). It will be further assumed that

(a) e is a stationary random vector with zero mean value, i.e., E(e = 0,

(b) e is uncorrelated with X. -e., EfXTs) - E[XT)Efe).

In general, I are random variables. The accuracy of q can be measured by a number of statistical
properties such as bias, error covariance, efficiency and consistency. Substituting of Equation (15)
into (16) results in

(X X) xT X9+ (xT x ) + (X X) xT  (17)

Then expressing the expected value of R it is obtained
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E}-e + E(X
T 

X) XT]Efe 0 (18)

Equation (18) indicates that 9 is unbiased.

The covariance matrix corresponding to the estimate error a - 0 is

Cov(8 - e) - E((^ - 0)( - e)T]

. Ef[(XT X) 'Xe3][(X× X)' IxT j3

- (XT X)-IXTE(CeT]X(XT X)-
1  

(19)

When the measurement noise e(i) are identically distributed and independent (white noise) with zero mean
and variance a2, then the measurement noise covariance matrix becomes

Efee T = 
2 

1 (20)

where I is the identity matrix. Equation (19) is simplified as

Cov = 2 aXT X) (21)

Because the variance 2 is usually not known its estimate a
2 

can be used in Equation (21) instead.
The variance estimate is found from the residuals v(i) as

2 1 N 22  
v M(i) (22)

i-i

where

v(i) - y - X e (23)

In the error covariance matrix (also called the parameter covariance matrix) the main diagonal terms
are the variances of the estimated parameters a

2
(0k). The off-diagonal elements are the covariances

Dke a(9k) a(90), where ok, is the correlation coefficients for errors in the parameters qk and 91.

If the measurement noise has the properties given by Equation (20), it is possible to show that the
corresponding estimator is a minimum-variance (efficient) estimator (see e.g., ref. 3). Rewriting the
covariance matrix as cov{ }: (1 xT x -

Cov~ =N N

and assuming that

lim [ xT xf
N-

does exist, then
2 .l

lim CovOO - 9) = lim$ -XT X1 0 (24)

A*
zero parameter covariance matrix means that e e at N-_,. This convergence property indicates that
is a consistent estimator.

In any real situation the measured state and input variables are corrupted by errors and the airplane
can be exposed to the effect of process noise. The model has, therefore, the form

YT - XT e + w (25)

where the index T indicates true values and w is the process noise. From the measurements

y = YT + v (26)
X = xT + 8X

where v and 8X as the measurement noise in y, and in x and u, respectively. Premultiplying
Equation (25) by (X+ X)1lXT gives

(XTX)-XT YT - (XTX)-lXTXT 9 + (XTX)-X
T (27)

Using Equations (26), Equation (27) is changed as

(XTX)- xT(y - v) = (xTX) xT (X - 8)e + (xx)-x
T 

w

from which

f 6 + (x X) xT(w + v -8X 0) (28)

Then the expected value and covariance matrix of the estimate error have the form
E^ - T E[(xTx)'IxT8xG (29)

and

Covfq - A) = E[(xTX) XTccTx(xTx) ] + ET(xTx) 1XTlx0T6Xx(XTx) ] (30)



where e - w + v.

From Equations (29) and (30) the following conclusions can be drawn:

I. The estimate 'C is biased, even if the noise vector v and w have zero mean and are
independent of 8X,

2. the bias of the estimate is affected solely by the error in the state and input variables as
long as the errors v and w are zero mean,

3. the bias in the estimates is zero if X is measured without error or if the equation error is
zero mean and white,

4. the variance of the estimates is affected by the noise level of all the measurements and by the
process noise.

Despite all these degradations in the accuracy of the estimates resulting from real flight data, the
equation error method is often used, sometimes with very consistent results in comparison with more
sophisticated techniques. The main appeal of the method is in its simplicity and easy application to any
linear or nonlinear model. Results from the EE method can be found in several references, for example,
references 4 to 6.

3.3 INSTRUMENTAL VARIABLE METhOD

It has been shown in the preceding chapter that the nice properties of the least squares estimates
depend critically on the assumption that the equation errors are white. There are several methods which
can remove the correlation in e(i) and thus obtain unbiased estimates. Unfortunately, these methods
are rather complicated for airplane parameter estimation. They require a model for the equation errors
as a filter driven by white noise.

To avoid the difficulties with correlated equation errors, the so-called instrumental variable method
was proposed (see ref. 7). For airplane aerodynamic model Equation (15) the instrumental variable method
requires the formulation of a Z matrix, which is called the instrumental variable matrix. The elements
of the Z matrix are functions of the data and have the following properties

EZ TX) is a positive definite matrix

E[Z Ta = 0

Premultiplying Equation (15) by Z
T  

and solving for 9 gives

e= (ZTX)I ZTy - (ZTX)I Z T (31)

In this equation

A TqIVn (Z X) ZTy (32)

is taken as the instrumental variable estimates of 0. It is proved in reference 7 that this estimator is
consistent, e.g.

lim 91V 
= 

9

N-

It can be seen that Equation (32) has the same form as the least squares solution, thus it is simple
to compute. The only important question remaining is how to determine the instrumental variables needed
to construct Z. The required properties of this matrix mean that the instrumental variables are
uncorrelated with c but strongly correlated with the input and state variables in X.

There are several proposals in references 7 and 8 for the design of an instrumental variables. For
the airplane parameter estimation the model using a Kalman filter (given later in Chapter 5) with known
input variables and approximate values for the stability and control derivatives might be used. These
equations provide the estimates of the state variables, ^, which are then used, together with the input
variables, in the Z matrix. For the model represented by Equation (10) the vector Zi will have the
form

Z, = 1, ̂Xl(1) ....... X (i), ul(i) ..... Um(1)l

The block-scheme of the instrumental variable method comprising a Kalman filter is presented in Figure 2.

4. OUTPUT ERROR METHOD

The output error (OE) method minimizes the errors between the actual output and the model output by
using the same input. It is assumed that only measured outputs are corrupted by noise and that there are
no gust or other disturbances to the airplane. The optimalization problem involved is a nonlinear one
and requires the use of an iterative solution. The modified Newton-Raphson technique is usually applied
because of its good convergence rate even for large number of unknown parameters. Because of the nonlinear
estimation involved, the OE method is very often introduced under the names of nonlinear regression,
modified Newton-Raphson method, method of quasilinearization, and so forth. The OE method is also called
the maximum likelihood method if this estimation technique is used for the parameter estimation in the
output error cost function.

When the OE method is applied to the system described by Equation (4), the state and measurement
equations have the form



kt) - A x(t) + u(t), x(0) - 0 (4)

y(i) = x(i) + v(i), i - 1, 2,..., N (33)

where, for the measurement noise, it is assumed that

Efv(i)) = 0 and Efv
2
(1)] = ,

2

The zero initial condition is introduced for simplicity reason. The cost function is now formed as

J(e) - - 2 (34)
2 i(

where x is the computed output which can be expressed as

t (t-T)

X(t) = r edu()ud (35)

Equation (35) is the nonlinear expression for the parameter 01 , wh.ch means that the estimation of G, is
a nonlinear problem. One of the possible ways for finding the estimate of 91  is based on Taylor's series
expansion of x around the initial estimate of the unknown parameter, alN* The expansion is formulated as

xc(0) + B2 91 + higher order terms (36)

Using Equation (34) and the linear terms in Equation (36), the cost function is rewritten as

1 N )- ) 2
J(e) E X [y(i) - (i, elON) - (37)

i=l "

where the unknown parameter is now the increment A8e. The term 6x/ O1  is called the sensitivity function
It is obtained from the sensitivity equation

- -- (o) =0 (38)dT-t81 I)

which results from Equation (4) by differentiation with respect to e1. The minimalization of the cost

function with respect to &P is the same as with respect to 0,. It gives the equation

Ery() - 1(i, A 2C A ell (39)

which can be solved for AP,. Then the eftimates of q1 is found as

A lN + 
(40)

Because of the approximation of the cost function, the computing is repeated with 91 as the new
initial estimate. The iteration is completed when the minimum of the cost function is reached.

4.1 MULTIVARIABLE SYSTEM

When the OE method is used for airplane parameter estimation, the model given by Equations (I) and (3)
may be used, that is

=t) F x(t) + G u(t), x(O) = x0  (I)

y(i) = H x(i) + D u(i) + v(i) (3)

1 1, 2,..., N

For the development of the estimation algorithm it is assumed that

Efv(i)) - 0 and Efv(i)v
T 
(j)] = a2 C for i J

= 0 for i J

where C is a known diagonal matrix.

In the multivariable case the cost function can be formulated as

i N 2 N 2

J(G) - 2wi E y1(i) r y1(i)2 + w2 E EY2 (i) - 92(i)
i-I i-I

N 2
+ .... + W 7- [y (i) - ()J] (41)

p I- p p

which can be expressed in the matrix form as

/J



N, T

J( 7 = y(i) (i),T W Fy(i) -(i1(42)

In this cost function 9 is the computed output vector and W is the diagonal weighting matrix with the
elements w , 1 - 1, 2,..., p. T'he weights w1  are the homogeneity factors but they can also reflect a
confidence In the measured output variables.

The vector of unknown parameters include, in general, the elements of all matrices in the model
equations and the initial conditions. As indicated in reference 9, the minimalization of the cost function
with respect to the unknown parameters can be solved by several gradient-based nonlinear programing methods.
The iteration in these methods is given as

e r -c N g (43)
@r+l r -r Mr

I 
gr (3

where the index r denotes the rth iteration, c is a scalar step size parameter chosen to improve the
convergence, M and g are the second- and first-order gradients of the cost function. For the modified
Newton-Raphson method the matrix M is approximated as

N £
N = A (r )W A (Pr) (4'

r i=lI

where A()) is the sensitivity matrix including all sensitivities of y with respect to r. Therefore, the
element of A is

A -r-- , k = 1, 2,..., p

= i, 2,..q

The gradient of the cost function has the form

ajoT N
= - 7 AT(r)W~y(i) -(i, r)] (45)g r 

=  
reW@ = i) ir

r
Then the vector equation for the estimate of the increments -. is given (assuming c = 1) as

-I

= AT WAi Z T Wry(i) - 9(i)] (46)

The sensitivities are computed from two sets of equations

L- a- = + F 
- 

I 8G u (47)
dt Ok  h)k k k

= H ' (48)

k= 2,..., q

The computing block-scheme for the OE method is given in Figure 3.

To study the properties of the OE estimates, it will be assumed that after the final iteration

y(i) ^N(i) + A 0 (49)

where yN represents the computed vector based on the parameter estimates from the previous iteration.
These combinatiuns of Equations (49) and (3) yields

Y(i) - 9N(i) = v(i) - Ai te (50)

By substituting Equation (50) into (46) the following expression is obtained

T Wl T -l TM-I TI=M AWv(i) + M'I T A W A AG = I AT W v(i) + .'. (51)

Ei i -ii i i i

from which the error in the estimates has the form

I A T ~~iA W v(i) (52)
' 0 = M-IE i A i Wv

The expected value of this error is zero which indicates, considering the approximation in Equatioy. (49),
that the estimates -0 are unbiased to the first order.

With Equation (52) the parameter covariance matrix has the form
CovfAP - 3 : E[M' 1 , AT W v(i)F37 AT v(i)l 1 (53)

For the white measurement noise with the covariance matrix u
2
W the parameter covariance matrix is

simplified as

Cov(' -A = M-1 (54)
2

The estimate of c can be found from the residuals as

s2= ipN - q Fi ' T)W v(i) (55)
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where V(i) - [y(i) - S(i, W)Tw y(1) - ( ,. (56)

Some of the properties of the OE estimator will also be apparent from the presentation of the maximum
likelihood method in the following chapter.

The OE method with the modified Newton-Raphson algorithm was introduced in references 10 to 13 and it
has been used extensively for the past several years. It usually takes the results from the equation error
method as the initial values for the parameter estimates. As long as the method is applied to linear flight
regimes or where the form of equations is known, it works very well. The principle disadvantage of the OE
method is in the degradation of the results where process noise exists. This may result in the computer
program not converging or in poor estimates with large variances and/or high correlation coefficients.

5. MAXIMUM LIKELIHOOD METHOD

The most general identification problem involves the extraction of airplane parameters for a nonlinear
model from flight data containing both measurement and process noise. One of the advanced techniques that
has demonstrated this capability is based on the maximum likelihood (i) criterion. The principle of ML for
use in parameter estimation was introduced by R. A. Fisher in 1912 and further expanded by him in a series
of papers (see, e.g., ref. 14). The idea behind this technique is relatively simple. It is assumed that
the outcome Y of an experiment depends on unknown parameters 9. The ML estimates of the unknown
parameters are those values for which the observed value y would be "most likely" to occur. "Most likely"
is defined to mean maximization of the so-called likelihood function. The likelihood function is the
conditional probability density function of the observation Y given 0. The problem of ML estimation can
be, therefore, stated as

n max plY191 (57)

where is the maximum likelihood estimator of 9 and pCY1e] is the conditional probability of Y given
9.

For the illustration of the ML estimation the scalar first-order system with process noise is
considered. The model is formed as

(t) = 0 1 x(t) + u(t) + w(t) (58)

y(i) = x(i) + v(i) (59)

i = 1, 2,..., N
where 2

Efx(0)] = x0 and Effx(O) = xa] ] = p,

In Equations (58) and (59) w(t) and v(i) are uncorrelated Gaussian white noise sources with zero mean,
that is

Efw(t)S = 0, Efw(t)w(T)) = q 8(t - T)

Efv(i)3 = 0, Efv(i)v(J)] = r ij

where 6(t - T) is the Dirac delta function, 
8
ij is the Kronecker delta notation.

The vector of unknown parameters contains the coefficient '1, and the variances q and r, whereas
x0 and p0  are assumed to be known. It means that

T
e = Fe1, q, r]

The likelihood function is now

L(e) = ply(l), y(2)..... y(N)OIe (60)

To obtain this function, the vector YN consisting of all measured outputs is introduced

YN= y(1), y(2),..., y(N)I
T  

(61)

If the probability distribution of YN has a density p[YN'], it then follows from the definition of
conditional probabilities that

p[YN18] = p[y(N)IYN_I, e]p[YN- l11] (62

Repeated use of this formula gives the following expression for the likelihood function

L(0) = p[YNI9] = p[y(N) IYNl., ]p[y(N-1) YN. 2 , 9] .... p[y(2) y(l), 9]p[y(1)]

7T pEy(i) Yi1 1, '] (63)

i-
To find the probability distribution of y(i) given Yi. and 0, the mean value and variance are
determined first. By definition

E~y(1i) r 01 k(ili-I5



which means that the expected value ts the best possible estimate of measurements at a point given the
measurements up to and including the previous point. From the definition of the variance it follows that

E[7y(i) - ;(ill - 1)12) - Er V2 (i)J b(i)

where v are the innovations

N,(i - '; t) - V(ili - 1) (64)

It has been shown that for the high samplfngrate "ie innovations ,j(t) tend toward having a Gaussian
density. The distribution of v i) is, therefore, Gaussian, also y(i) given Yi-i and A is Gaussian, i.e.

i 91 1 exp - V ) (65)
p l y ( o) Y i . I ,  1 2 -b 12 b Q

In the parameter estimation problem it is usually more convenient to work with the negative of the
logarithm of the likelihood function. It is possible to do so because the logarithm is a monotonic function.
From Equation (65) the logarithm of the probability distribution is

iI = 2b(i) - - log b(i) + conat (66)log ply )Y iN _l, 2] b
=

i 2

Then, using Equations (63) and (66), the negative log-likelihood function can be written as

Jq_ 1 2N (7

J(2) - f V b(i) + log b(i) J (67)

The log-likelihood function depends on the innovations and their covariance. To optimize this
function, a way must be found for determining these quantities. Both innovations and their covariance are
output of a Kalman filter. This filter is an algorithm which can be divided into two parts. In the first
part, called the prediction equations, the state equations and state estimate covariance equations are
propagated in time from one measurement point to the next. In the second part, called the measurement
update equations, the measurements and associated measurement noise covariances are used to improve state
covariance estimates.

The Kalman filter equations are developed, for example, in reference 15. For the system described
by Equations (58) and (59) they are as follows:

The prediction equations:

_d (ti = A ;(tit-) + u(t), (toIt O) (68)
T.t J 1  P1 x 1 1  xoo ="

dd". p(tlti-l) = 2A1 p(tlti-l) + q, P(t01t0 ) = Po (69)

t II < t i t

the measurement update equations:

(ili) - 3i(ii - I) + k(i),)(i) (70)

p(ili) = l - k(i)]p(iji - 1) (71)

where
V(i) =f y(1) - (ili - 1) (72)

k(i) = p(ili - I)b- 
1
(1) (73)

b(i) = p(iii - 1) + r (74)

The computing scheme of a Kalman filter for one stage is presented in Figure 4.

The minimalization of J(A) with respect to q subjected to the Kalman filter constraint leads again
to the noniinear parameter estimation. The parameter vector after the rth iteration is given by
Equation (43), that is

ar+l = r - Mr (43)

The gradient vector of the negative log-likelihood function is

_ N 2

Ank i1b A k 2
b
2  

k 2
b 6A k

where 9k is the kth component of the 0 vector. The matrix M is now the so-called Fisher information
matrix defined as

M - f~ ](76)

Using the modified Newton-Raphson technique, the elements of the M matrix can be estimated from the
express ion

M N I -? _V r2L b~ -+B b + 2_I)?1 L,(7i -"I b A9I~k b et ~e~k AN b3  2b
2  

A qk(77)

• "ai
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Because of Equations (72) and (74), the sensitivities in v and b can be written as

_ _-- (78)AP k  )08k

6b _p(iji - 1) + (79)

a k  k  )9k

The sensitivity equations follow from Kalman filter Equations (68) to (71) as

d t it l' h ((t0t0d at It 1  + t p(tt t 0 0 (80)
dt Aek 2 0 k A k i- I k

d 6P(tlti-1) )P(titi-1) A01 aq P(t0 [to
dr Ok  2nl I )( + 2 p(t it i - 1

) 
+ PI

k k k , k  =0(l

4(i I ) (I i-1) + u v(i) + k(i) B (82)
()k ek )k ek

w-- i- = [ 1 - k (i)] 2)P U R - ) _ k ( i) p(il i - 1) (83)

)9k  690k  Pk

where
jk(i) . ?ip(ili - 1) b- l(1) - __ 1 8b(i) p(iji _ 1) (84)
ek  ek b (i) M k

The ML estimation method in the form presented can be rather time consuming even for a simple scalar
system. Therefore, for a practical use several simplified versions of this method have been suggested.
In many applications the Kalman filter is in steady state for the duration of an experiment. Then the
Kalman gain k, the innovation variance b and the state variance p approach constant values. Under
these conditions it has been suggested in reference 16 to consider k and b as unknown parameters
rather than q and r. Optimizing J(9) with respect to b gives

A 1iN 2
b v(i) (85)

i=l

Then the gradient of the negative log-likelihood function with respect to other unknown parameters
9 = [oI , kIT is

U L (86)
Alk i-I b )9k

and the estimate of elements in the Fisher information matrix are

F 1 B-V _1 (87)
i=l b 1 a

0
k

The sensitivity equations are simplified as

d A(tl ti I )  )(tl [tl I )  M 1 A

dt 
0
k = 01 b + O x(titi-I) (88)

x (l - k) i)+ + k (89)
Aek A~ k i k

The maximum likelihood method can be also simplified when either process noise or measurement noise
are absent. If the process noise is zero and the initial state is known, the covariance of the error in
the predicted state is also zero. It follows from (73) that the Kalman gain is zero and the innovations
are the output errors

V(1 = y(1 - (i

The innovation variance is b(i) = r and the negative log-likelihood function is simplified as

J(N) E V 2 (M + 1 log r (90)

ill

When (90) is optimized for unknown parameter r it gives

,, 1 N 2
r E v(i) (91)

Then the log-likelihood function is

J() E _ 1 v (i) + const (92)
2; i-i

which is the same as the cost function for the output error method except that the measurement noise
variance is used as a weight.



For the case when no measurement noise in the state variable exists, the log-likelihood function is
formulated as I

J(q) T - x(i) - u(i)1 (93)2
r
2 
i2-

which is the sum of squares of the equation error at sampling times. Thus, the ML estimates are identical
to the EE estimates where

2 = r[(i) - ,c(i)3 23

is assumed to be known.

5.1 MULTIVARIABLE SYSTEM WITH PROCESS NOISE

For airplane parameter estimation using the ML method linear model Equations (2) and (3) may be used,
that is

k(t) F x(t) + G u(t) + r w(t) (2)

y(i) = H x(i) + D u(i) + v(i) (3)

where Efx(O)] = 0 and Effx(0) - x0 [x(O) - xo
T
] T P0

The process and measurement noise are assumed uncorrelated and Gaussian with

E(w(t)) = 0, Efw(t)w T(T)) = Q6(t - T)

Efv(i)2 = 0, Efv(i)v
T 
(j)) = R8

If the external disturbances should represent the random gust effects then the modeling of gust spectra
would have to be included in Equation (2). This is achieved with the help of a filter that is excited by
white noise. The airplane state variables are, therefore, augmented by the filter states as indicated in
references 17 and 18.

The negative log-likelihood function is formulated as

.1e = N T -I~ (4
i=

where

The unknown parameters can occur in matrices F, G, r, H, D, Q, R, P and rO. However, all these
parameters are not, in general, identifiable. To ensure their identfiability, certain conditions
mentioned in reference 19 must be met.

The estimation algorithm for a multivariable case can be developed in a similar way to that in the
preceding chapter. The resulting expressions and possible simplifications are presented in references 17
and 18, and references 20 and 21. The block-scheme of the ML method is given in Figure 5. It is similar
to that for the output error method with the deterministic model replaced by the Kalman filter system
representation. In Table I the cost functions for the three methods described so far are summarized.

5.2 PROPERTIES OF MAXIMUM LIKELIHOOD ESTIMATOR

The ML estimates of unknown parameters have the following main properties as reviewed and discussed in
references 22 and 23:

I. they are consistent, i.e.

lim PV (t) - 0 < C) - I
t-.

with e arbitrary small

where Pf ) indicates the probability and 0 the true value of parameters,

2. they are asymptotically unbiased, i.e.

lim E rA(t)] - 0

3. they are asymptotically efficient with

Ef( - 0)(6 - -)
T
) < (95)

Because of Equations (76) and (95), the inverse of the information matrix provides the lower bounds on the
vartance and the covariance of the errors in the estimated parameters. This lower bound is known as the

Cramer-Rao lower bound and is to be viewed as the maximum achievable accuracy in the parameter estimates.

4. They are asymptotically normal, that is, they approximate the Gaussian distribution with the mean
q and covariance M

-
1.

The properties I and 2 apply also to the output error method if W is a diagonal matrix.



6. EXTENDED KALMAN FILTER METHOD

The extended Kalman filter (EKE) is an approximate filter for nonlinear systems, based on first-order
linearization. The EKF approach to the estimation of parameters in dynamic systems has a rather long
history and many applications of this method has been suggested and discussed. When the EKE method is to
be uaed for parameter estimation, it is necessary first to include the unknown parameters in the state
vector. Once this is done, a standard Kalman filter program can be applied for the estimation. The

resulting algorithm is consequently not very complicated.

When the model of a system is considered given by Equation (53), the augmented system has the form

,'ct) = 91 (t)x(t) + u(t) + w(t) (96)

()= 0 (97)

With the augmented state vector -Ix9 T
a

Equations (96) and (97) can be expressed as

x(t) =fFx (t), u(t), ti + wa (t) (98)

where ()I(t)x(t) + u(t)
where frxa(t), u(t), t]L

Etxa(O)] = x8 0, Ef 7xa(0) -Xa 0 '[xa(0) - xa0 T PO

Efwa(O)) = 0, E fwa(t)wa(T) = Q8(t - T)

The measurement equation is given as

where y(i) - Hx,(i) + v(i) (99)

H = [1, 01

Efv(i)) = 0, Efv(i)v(j)l = r6 j

The Kalman filter equations for the system (98) and (99) are as follows:

The prediction equations:

Tt xa~titi-I) = f[Fa(tti-l)' u(t), t' 10

dT
Tt _ li_ = F(t)P(t til) + P(t jti_1)1'(t) + Q (101)

where F(t) is a (n X n) matrix obtained by linearizing f[ xa(tftil), u(t), tl about the best current
estimate

F(t) = af1;a(t'ti-d') u(t), t] (102)
'a(t !ti-l)

For the given system the F(t) has the form

the measurement update equations* ~ )-[o~ ~ )

2,(i"i) - xa(ili - 1) + K(i)v(i) (103)1

P(ili) - [I - K(i)HIP(ili -1) (104)
where

K(i) - P(ili - )HTbl'(i) (106)

b(i) - HP(ili - )HT + r (107)

The extension of the algorithm to a multivarieble system and, therefore, to the aircraft state and
parameter estimation, is straightforward. One of the first applications of the EKE to the estimation of
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airplane stability and control derivatives was introduced in references 24 and 25. Because the EKF
estimates are essentially the maximum likelihood estimates, the properties of the EKF estimator are
identical to these mentioned in the preceding chapter. The disadvantage of the EKF method is that it
requires knowledge of the a priori covariances which are unknown for the parameters. This can be one of
the reasons why the EKF methods gives unreliable confidence limits on the parameter estimates. If the
a priori values for the parameters are poor, the EKF method exhilhts poor convergence or the failure to
converge at all.

7. PARAMETER ESTIMATION IN FREQUENCY DOMAIN

Many of the early approaches to the extraction of aircraft parameters from flight data were based on
measurement results presented in the frequency rather than time domain. Usually the measured frequency
response curves were used beceuse they provided good insight into the physics of the system and reduced
data analysis to the use of simple algebra. With the availability of modern digital computers, the
frequency domain for aircraft parameter estimation was almost forgotten and the measured data have been
mostly analyzed in the time domain.

However, the recent attempts to identify an aeroelastic airplane with nonsteady aerodynamics, airplane
flying in turbulence, and also the search for greater computing efficiency of estimation algorithms brought
back the attention to the frequency domain. Reference 26 shows that it is possible to formulate the existing
methods for airplane parameter estimation equally well in the frequency domain. For this formulation it is
necessary to transform the model and the data and then formulate the cost function. The transformation is
based on the Fourier integral. The Fourier transform pair associated with the variable has the form

(jw) = F x(t)exp(- jmt)dt (108)
0

x(t) = 2- . '(jw)exp(jmt)dmj (109)

where j =fri and w is the angular frequency.

The least squares criterion for a scalar case can be written as the integral square error

= [y(t) - x(t)1 dt (110)

According to Parceval's theorem, there is a relationship between the squared magnitude of the Fourier
transform pair

f Fx(t)l
2
dt ri(1 w) 1

2
dw (1ll)

4pplying this result to Equation (110), the frequency domain expression for J has the form

I2

3 = r . (jm) - i(jw)2 dw (112)

By separation of Equation (112) into real and imaginary parts the least square criterion is changed to

J = 2-f[Re 3(jw) - Re 1(1wY1
2 

+ [)md(jw) -Im '(lm)]2 (113)

where Re and Im denote the real and imagainary parts, respectively. Comparison of Equations (110) and
(112) shows that J depends on the squared scalar deviation in the time domain, and on the squared
vectorial deviation in the frequency domain.

Using again the first-order scalar system (4), its transformed form is

jW x(jm) = 01 (Jw) + ';(Jm) (114)

The cost function for the equation error is then formulated as

J(9)- N i'(- 2 (115)2 12l (n - 0)3(Jwn) -ZJnn-I

The least squares estimate of q is found from the equation

N N
I Re E x(n)'x*(n) = Re F [jwn x(n)x*(n) - (nfx*(n)] (116)

n-l n-l

where x is complex conjugate to x and the notation i(n) and V(n) is used to indicate that these
variables are functions of mn .

For the output error method the cost function is

3(9) - 12_ (n) - i(n, Al)1t-(n) - (n, 0, (117)
where n-I

i(n) - i(n) + ^(n)



The estimates are obtained by an iterative process as
A 0 =IlN + A91

where 68 is computed from the equation

N0

n- n I n I

as[~ Re Re -l y (n) -~, (118)

n-1 3e1 801 ~R n-1 8n1 1

The sensitivity equation is reduced to an algebraic expression of the form

+u = O (119)

The detailed development of various equation error method is presented in reference 27. The maximum
likelihood method is formulated in reference 28 and applied to three problems of airplane parameter
estimation. In this reference the advantages and disadvantages of the frequency domain parameter
estimation are also discussed.

8. EXAMPLES

Three examples with comparisons of airplane parameter estimates from various methods are presented
in a very concise form. Further details can be obtained from the pertinent references.

Example 1 (ref. 6):

The lateral responses of a general aviation airplane from eight runs were analyzed using the equation
error, instrumental variable and maximum likelihood method. The measured data from one of the runs are
plotted in Figure 6 together with the computed responses based on the ML estimates. The results are
summarized in Table II which includes the ensemble averages and standard errors of the stability and
control derivatives, and the average standard errors of the estimates from each method us d. The comparison
of the results indicates that there is no significant difference between the EE and ML estimates, perhaps
with the exception of the less significant derivative CPr. This agreement in the average values of the

extracted derivatives could be due to high signal-to-noise ratio in the measured states (can improve the
EE estimates) and some uncorrected modeling errors (may degrade the ML estimates). The IV estimates are
close to those from the EE method. In some cases, however, the ensemble standard errors from the IV method
are higher than those from the remaining two methods. This is in agreement with the observations that the
IV estimates are consistent but less efficient than the EE estimates. The comparison of the ensemble
standard errors and the average standard errors of the estimates reveals great differences, probably as the
result of the small sample size (eight runs only) and modeling errors.

Example 2 (ref. 18):

In this example the effect of turbulence on the ML estimates of the longitudinal stability and control
derivatives is shown. From the measurement in turbulent air the parameters were estimated with and without
considering the process noise effect. The estimated parameter values are given in the two last columns of
Table III. They are also compared in Table III with the results from the measurements in smooth air and
from the wind tunnel data. The exclusion of turbulence effect from the model degrades the accuracy of the
estimated parameters and also of the computed airplane responses. The last is apparent from the plots of
measured and computed data in Figure 7.

Example 3 (ref. 25):

From measurements at high angles of attack the airplane parameters were estimated using the equation
error and extended Kalman filter methods. The model was composed from the nonlinear equations of motion
and nonlinear aerodynamic model equations, where some of the derivatives were represented by a polynomial
approximation. Some of the results from different runs are plotted in Figure 8 and compared with the
wind tunnel data. In Figure 8 Cx, Cz, and Cm are the static aerodynamic coefficients. The more complete
set of results in reference 25 shows that the agreement between the estimates from both methods was
satisfactory and that the estimates were close to the wind tunnel data.

9. CONCLUDING REMARKS

For the estimation of airplane parameters from transient flight data three groups of estimation techni-
ques have been developed. They include the equation error method, output error method and two advanced
statistical methods, that is, the maximum likelihood and extended Kalman filter method. The last two
methods can solve the most general estimation problem which involves the extraction of airplane parameters
for a nonlinear model from flight data containing the process and measurement noise. The extended Kalman
filter method estimates simultaneously the airplane state variables and unknown parameters. A standard
Kalman filter program can be applied for the estimation. The disadvantage of this method is that it requires
good a priori values for the parameters and knowledge of the a priori covariances which are unknown for
the paramerers.

At present the maximum likelihood method is firmly established as the optimal method for parameter
estimation. It consists of a combination of a Kalman filter (for linear equations of motion) or an
extended Kalman filter (for nonlinear equations) for estimating the state, and a modified Newton-Raphson



2.15

iterative procedure for estimating the parameters. In general, the unknown parameters can include
airplane stability and control derivatives, bias terms in the state and output equations, initial conditions
for state variables, and measurement noise and process noise covariances. Provided that there are no
modeling errors, the parameter estimates are consistent, and asymptotically unbiased, efficient and normal.
The methods also provide the lower bound on the parameter covariances which can be viewed as the maximum
achievable accuracy in the parameter estimates. The maximum likelihood method is simplified where the
process noise is absent. Then the method is reduced to the output error method which minimizes the errors
between the actual output and the model output by using the same input. The state estimates are obtained
by the integration of the equations of motion only.

The simplest technique for airplane parameter estimation is the equation error method. It represents
the application of linear regression to each equation of motion separately. Because of the measurement
noise in the state and input variables, it gives biased estimates. To obtaia consistent estimates, the
instrumental variable method, which retains the simplicity of the least squares algorithm, might be used.
This technique, however, reduces the efficiency of the estimated parameters. Its application in airplane
identification may be, therefore, substantiated only in cases where extensive measurement noise in state
variables is present.

It is possible to formulate the existing method for airplane parameter estimation equally well in the
frequency domain. The measured data can be used in the form of transformed input and output time histories
or frequency response curves. The frequency domain approach may be advantageous for the identification of
an aeroelastic airplane or an airplane wiEh nonsteady aerodynamics. It can also provide an algorithm with
greater computing efficiency by replacing differential equations by simple algebraic expressions.
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TABLE I. - COST FUNCTIONS, INNOVATIONS AND COVARIANCE MATRICES OF INNOVATIONS FOR
VARIOUS ESTIMATION METHODS

Covariance
matrix of

Method Cost Function, J(-) Innovations,v(i) innovations

Maximum 1 N T -IN
likelihood (i,0)B(i)v(i 0)+ N logIB(i,e) B(i)likeliood 2i=l'

Maximum N
likelihood with 1 , V N- , (i,(,)B (i,O)+ 2 logIBI
steady state 2 i2
Kalman filter

Maximum
likelihood with 1 N T -1i N
no process noise Y (i ' (i,9)+ logiR! y(i)-H (i)-Du(i)
or Output error i=l

1 2 yj(i)- 2(i)
Equation error v.(i) 3

j=l,2..n 9=1,2..n
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TABLE II. - PARAMETERS AND THEIR STANDARD ERRORS ESTIMATED FROM
EIGHT REPEATED MEASUREMENTS USING THREE ESTIMATION
METHODS

Equation error method Instremut.1 varlabl, m-thod Maximum llknlihooxd .tlod

Standard errors Stalrdald rrors Starlddrd errors
Parameter Mean Mean Mean

Va ue Va ue Vlue
n s) !s) ' . nr') c C P' s (,, 'C I'

lower b~ur~d

l (b) (CI a ~ C CCCl C.

C

Cy -0.647 0".012 0).rCOaC l -. 7(CM ' .<30 .CsCC.3 -. '.t 43 (09, '7 Cr3334

yp -.04 .093 .016 -. 01 .17 .046 -09 .2

CY6r .097 . 01i .0065 . 07 .3519 . 008 . 094 .014 .0''08

C
C - . .0025 .0)29 -o.a81 .0038 .001)9 -. 081(, .('042 .01,17,

CCp -. 532 .018 .018 -. 549 .028 .014 -.559 .C053 .'rC7O'5

CC .16 .040 .016 .14 .HC38 .012 .13 .027 .0053

CIi a  -. 227 .010 .0065 -. 23 .(I) . (MY) -. 241 .022 .0Cr18

C I .015 .3001 .00(C30 .3CC .CCCCS7 
'  

.CCCC7O .CCC (997 . l,8 .001,l2

n .0745 .0043 .0oogn .74 . 00081 .OCCC87 .0772 .0003 .Go, 31

C
np -. 042 .029 . (0064 -. o8, .0C18 0062 -. C24 .031 . 00(28

CVr  -. 13n .017 .CnOq9 -. 129 .014 .00'7 -. 140 .1130 .(C'22
6a .019 .0087 .1(22 .02 .C064 .0024 "24 (COO, .701'

Cn -.072 0031 .0013 -. n7'
,  

. r,09C( .0012 -. CC74 .C073 0(, 11

aEnsemble mean value.

b
Ensemble standard error.

8veraq. standard error of estimates.

TABLE III. - STABILITY AND CONTROL PARMIETERS ESTIMATED BY
MAXIMUM LIKELIHOOD METHOD UNDER DIFFERENT CONDITIONS

Smooth Air Turbulent air

Wind ML ML estimate
Parameter tunnel estimate

no process with process
noise noise

Z, -1.60 -1.94 -1.08 -1.55

M, -7.79 -11.11 -4.79 -8.02

MI -1.31 -[.7f -. 77 -2.30

- .12 .091 - . 037 -. 079

M" -q. 71 -9.87 -5.7 -8.4f,
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PRACTICAL INPUT SIGNAL DESIGN

by

E. Plaetschke
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and

G. Schulz
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SUMMARY

This paper considers the design of optimal inputs for identifying stability and
control derivatives of the longitudinal and lateral motion of an aircraft. First the
purpose of input optimization, the constraints and an overview of the literature is
presented. Then two different procedures of input design are treated in more detail.
Starting with investigations in the frequency domain the first method yields a
multistep input signal, which fulfills specific spectral requirements. Compared with the
power spectral densities of the commonly used doublet and single step input, this multistep
input has a larger bandwidth. The second way of input design is based on the optimization
of different measures of the Fisher information matrix, such as determinant or trace.
Depending on the measure used, the designed signals differ with respect to their spectral
composition. The discussed input signals, whi:h were used in a flight test program, are
compared respect to the achieved accuracy of the identified stability and control
derivatives.

1. INTRODUCTION

The determination of aircraft stability and control derivatives is of growing importance
in the design, testing and certification of modern aircrafts. The greater need for these
derivatives has the following reasons:

(1) They are used to provide model parameters for ground and in-flight aircraft

simulators.

(2) They serve as a basis for the design of flight control systems.

(3) They define a given aircraft and can be used as quality criteria such as response
mode criteria in Flying Qualities Military Specification MIL-F-8785.

Within the procedure of aircraft parameter identification the phase of input design is the
first step. Thereby the limitations of the following steps - as there are: selection of the
instrumentation system, flight testing under constraints and disturbances, choice of an
appropriate identification algorithm - have to be taken into account. During the design
phase of test sicnals the following aspects are of importance:

(1) The inputs have to excite the modes and parameters of the aircraft appropriately,
such that parameter variations cause variations of the measured time response
(Sensitivity).

(2) The amplitude, bandwidth and slope of the input signals have to be bounded, such
that first, the signals are realizable by the specific actuators (Realizability),
and second, the motion of the aircraft remains within the flight region to be
identified (Linearity).

(3) The noise characteristics and bandwidth of the measuring instruments as well as
of the disturbance processes (gusts) have to be considered (Noise characteristics).

(4) For optimal test signal design good a priori models of the aircraft motion have
to be available as to minimize the estimation error variance of the derivatives
(A priori model).

The theory of optimal input signal design started with the investigations of Levin 11],
Litmann and Huggins 12), and Levadi [3]. The optimization of the Cram r-Rao lower bound,
respectively the Fisher information matrix and the estimation error variance was investigated
by Aoki and Staley )A), Nahi and Wallis [5], and Nahi and Napjus [6]. The application of
optimal input design to the determination of aircraft stability and control derivatives
started with the work of Gerlach 17,81 and was strongly influenced in the seventies by the
work of Mehra et al. [9,10,11,121. For detailed lists of references see [11,121.

The design of test signals can be performed in the frequency domain and in the time domain
considering system criteria and estimation error criteria. This paper is organized to
cover these aspects. After the introductory -emarks the "Design of Multistep Input Signals
by Frequency Analysis" is presented in section 2. The "Design of Continuous Input Signals
by Estimation Error Analysis" is then shown in section 3. A "Comparison of Input Signals
in Flight Test", based on an extensive flight test program for aircraft parameter identifica-
tion, is presented in section 4. This flight test program is being performed in cooperation
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between the Delft University of Technology (DUT), the Nationaal Lucht- en Ruimtevaart-
laboratorium (NLR, Dutch National Aerospace Laboratory) and the Deutsche Forschungs-
und Versuchsanstalt fUr Luft- und Raumfahrt (DFVLR, German Aerospace Research
Establishment), Institut f~r Flugmechanik. The research aircraft is a de Havilland
DHC-2 Beaver.

2. DESIGN OF MULTISTEP INPUT SIGNALS BY FREQUENCY ANALYSIS

In this section a practical method for designing optimal inputs is presented which is
based on the spectral behaviour of the system. Making use of the Bode diagram one can
investigate how the identifiability of the derivatives depends on the frequency of the
input signal and which frequencies the input should include for the determination of definite
derivatives. Then a multistep input is designed which will excite the aircraft in the
required frequency domain.

2.1 IDENTIFIABILITY INVESTIGATIONS

The investigation method which will be described here was developed by M. Marchand [13].
We restrict ourselves to the analysis of the longitudinal motion which is represented
by the following linearized equations of motion

+ go - X u -- X a = (2.1)

a q -Zu-Za - Z6e 6e = (2.2)

- Muu - Ma - Mqq - Mu6e -e = 0 (2.3)

The identifiability of the derivatives can be investigated using Bode plots in which the
frequency response magnitudes of the various terms of the Eqs. (2.1) - (2.3) are plotted
as functions of the input signal frequency. As an example, the Figures 1-3 show the
frequency response magnitude curves for the Beaver aircraft in horizontal symmetric flight
at 45 m/s. The meaning of these plots will be explained for the moment equation (2.3).
Figure 3 contains the frequency response magnitudes of the resulting pitch acceleration
(inertial term, dashed line) and of the individual terms MuU, Ma a, Mqq and M6e e (control

term, solid line) with respect to an elevator input 6 . This means that the curves represent
the expressions e

14(w)/ e ()I, IMuU5( ) / e( ) I .... [M6el

where denotes the Fourier transform.

From such a plot the identifiability of the derivatives can be estimated. If at a given
frequency the magnitude of a term is large compared with the other terms, it has a great
influence within the equation of motion. Its derivative is well identifiable at this
frequency. If a term has a small influence, its derivative can not be identified. As a
rule of thumb, a derivative is considered to be identifiable when its term has a magnitude
of at least 10 % of the largest terms's magnitude.

If the inertial term is small only ratios of the derivatives can be determined. As can be
seen from Figure 3, the inertial term 4 as well as the term Mq a are negligible in the lower

frequency domain. Eq. (2.3) then can be written as

- Mu - M a - M 6 = o
a 6e e

From this equation only two ratios, e.g. M u/M6e and M /Me can be determined.

The same considerations as for the moment equation can be done for the X- and Z-force
equation. In Figure 4 the frequency regions are plotted in which the different derivatives
are identifiable. Solid lines represent those regions where the derivatives are directly
identifiable. When only ratios are obtainable the lines are dashed.

As can be seen, most of the derivatives are identifiable in the surroundings of the natural
frequencies. The lower part of Figure 4 shows theese two regions and the derivatives which
can be identified there. Those derivatives, which are obtainable only as ratios, are put in
parentheses.

4,.
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2.2 DESIGN OF OPTIMAL MULTISTEP INPUTS

After the identifiabilit, regions have been determined the problem is to find input
signals which will excite the aircraft in the required frequency domains. Moreover, the
signal should have a shape as simple as possible, such that it can be realized in flight
by the pilot. A procedure that optimizes a sequence of step functions was developed by
R. Koehler [141. The aim of the optimization is to find a signal the power of which should
be distributed uniformly over a wide frequency range (bandpass character with large
bandwidth).

In Figure 5 such an optimized multistep input and its power spectral density is presented.
Because of its characteristic shape it is called "3211"-signal (3 time units positive,
2 negative, 1 positive, and 1 negative). As can be seen from the power spectral density
curve it is a relatively wide-band signal and can effectively excite the aircraft over a
decade of frequency. By the choice of the time unit At the spectrum can be shifted to match
the identifiability regions.

For comparison Figure 5 shows two further inputs, step and doublet. As the step contains
energy only at lower frequencies it can not excite the higher frequency natural modes. On
the other hand, the aircraft rapidly departs from the linear flight regime when excited by
the step. For these reasons the step is unfit for parameter identification. The doublet
excites a particular band at a higher frequency. By the choice of At the peak of the power
spectral density can be shifted to the range of the higher frequency natural oscillations.
However, the natural frequencies are not known exactly since they are calculated from the
a-priori-values of the derivatives. On the other hand they may vary due to a change of the
flight conditions. As the doublet is a relatively narrow-band signal it may happen that the
natural modes are not excited effectively.

These difficulties do not occur when the aircraft is excited by a wide-band signal like
the "3211"-input. This input has been used for years at the DFVLR Institut fur Flugmechanik
for aircraft and rotorcraft parameter identification. In some cases it was generated by the
pilot and in other cases it was directly transmitted from a tape into the control system.
Figure 6 shows that a pilot needs some training to realize the signal.

3. DESIGN OF CONTINUOUS INPUT SIGNALS BY ESTIMATION ERROR ANALYSIS

In contrast to the investigations in section 2, the problem of input design is now solved
directly by minimizing the estimation error variance of the parameters by means of an
appropriate choice of the input signal characteristics. To show the correlation between the
estimation error variance and the aircraft response due to a control input, the Cram~r-Rao
lower bound is first derived.

Theorem: Let p (Yla) be the conditional probability density function of the measurement
sequence Y given the single parameter a, E { ...) the expectation value, and var 1...] the
variance. If a(Y) is any unbiased estimate of a, then

1a (Ya) 2) -1
var [a(Y) - a] E [a n p (Y! a)( 1

or equivalently

var [a(Y) - a] > - E in (Ya) - (3.2)
I aa

where the following derivatives

a p(Yja) and a p(Ya) (3.3)
3a a2  

33

exist and are absolutely integrable.

The proof is an application of the Schwarz inequality. Because a(Y) is unbiased

E fi(Y) - al = f [a(Y) - a] p(Y'a) d Y = o

Differentiating with respect to the parameter a, considering condition (3.3) yields

- J p(Y~a) d Y + f [i(Y) - a] a p(Yla) d Y o
aa
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By definition the first integral has a value of 1. Using

a P(Yla) = a inP(Yla) p(Yja)
3a3a

one gets

f [a(Y) a] In p(Y!a)
-a p(Ya) dY = 1

Rewriting the integral

Ia(Y) - a] Vp(Ya) • 2 n p(Ya)/p(Yla)

a

and using the Schwarz inequality we have

- [A(Y) - a1 2 p(Y'a) dY • f in p(Yla) 2 p(Yla) dY 1 (3.4)

where the equality sign holds fo:

in p(Ya) = [A(Y) - a] *k(a). (3.5)

The left hand integral of (3.4) is the above-stated estimation error variance:

E {Ui(Y) - a] 2 > E taIn p(Yla)]21

The second inequality in the theorem is obtained by differentiating

f p(Y!a) dY = 1

twice with respect to a, which together with condition (3.3) yields

E a 2 ln a(Yla) J -E{ J[a ln p (Yja)]

a 2 aa

Comments on the theorem:

1. Any unbiased estimate has a variance greater than or equal to a certain number.

2. If the equality sign of Eq. (3.1) respectively (3.2) is fulfilled, the estimate
is called an efficient estimate (minimum variance estimate). The maximum
likelihood estimate can be shown to be an efficient estimate. It is defined by
the likelihood equation

a In p(Yra) = 0
a

a = ML (Y)

If (Y) = AHL(Y), then

sA(Y)-a] • k(a) =O,

a = aML (Y)

such that Eq. (3.5) is fulfilled for maximum likelihood estimates.
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3. If an efficient estimate does not exist, we do not know how close the variance
of the estimate will approach the given bound.

In the multi-parameter case the estimation error variance is given by

var Mai(Y) - a] )W (3.6)- ii 3 6

where J is the Fisher information matrix, the elements of which are derived as

Ji. = E a in p(Yla) . in p(Yla)

E a 2 in p(Y!a) (3.7)
= - ai 3aj

If an efficient estimate exists, the inverse of the Fisher information matrix J is
equal to the estimation error covariance matrix P.

As shown by Nahi and Napjus [6], different measures of the Fisher information matrix
can be chosen as criteria for the design of optimal input signals u(t). Since the volume

of the estimation error ellipsoid Vvd-et(P) is a convenient measure of the concentration
of the probability density about its mean, the minimization of the determinant of the
estimation error covariance matrix gives a relevant optimization criterion:

I: min [det (P)} u opt(t).
u(t)

This minimization is equivalent to the maximization of the determinant of the Fisher
information matrix

II: max {det (J)} u (t)
u(t) opt

as det (J) = 1/det (P). Other performance measures are the sum or the product of the
diagonal elements of the above matrices:

III: max (tr (J)l u opt(t)
u(t)

IV: min {tr (P)} u opt(t)
u(t)

V: min [ 1 Pii} u o(t)
u(t) i UOpt

In this paper the criteria II, III and IV are used for input design.

The computational burden of the application of these estimation error criteria lies in
the problem of expressing the elements of the Fisher information matrix as functions of
the input signal u(t) and the optimization with respect to the characteristic values of
the input signal under given constraints.

Let the motion of the aircraft be described by the following system:

x(t) = F(a) x (t) + G(a) u(t) x(o) = o

y(t) = H(a) x (t) + v(t) 0 < t T

where x represents the state vector, u the input vector (elevator, rudder, aileron, thrust
throttle...), y the measurement vector and v the measurement noise vector. v(t) is assumed
to be uncorrelated Gaussian white noise with zero mean and covariance matrix Rc (respectively

R in the discrete time case). The stability and control Cierivatives to be identified are
in a linear or nonlinear manner elements of the matrices F, G and H. Nahi and Wallis 151
have shown that using the sensitivity equations

a x(t) = F(a) 3 x(t) + a F(a) a G(a_____)
aaa aai  a x(t) + ai u(t)

a y(t) = H(a) a x(t) + a H(a)
ai a ai ai x(t)
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the (i,j)-th element of the Fisher information matrix can be expressed as

= T [ ] T Rc- 3 Y(t) dt.ij f D a i D c a j

In the discrete time case we have

~ij = N~i [T~() R~ (k)
_T -Y k)l

Jj=k=o L3a i 3a]

The different methods of optimizing certain performance measures of the Fisher information
matrix under practical constraints are now investigated in more detail.

3.1 MAXIMIZATION OF THE TRACE OF THE INFORMATION MATRIX

For the determination of the time histories of the input signal for a discrete time
model, the following optimization was performed:

max {tr(J) } uN opt
ucU

T
with UN= u(o), u(1), ...,u(N-1)] under the energy constraint

N-I 1,
- u-(k) E.

k=o

Consider a single input linear discrete-time system

x(k+l) = 4(a) x~k) + r(a) u(k! ; x(o) = o (3.8)

y(k) = H(a, x(k) + vtK) ; k = o,1,...,N-1 (3.9)

where x is a n x 1 state vector, u is the single input, y is a m x 1 output vector and v
is a m x 1 measurement noise vector. f, F and H are matrices of appropriate dimensions
and contain q unknown parameters a. It is assumed that v(k) is an uncorrelated Gaussian
white noise sequence with zero mean and covariance matrix R. For the above system the
(i,j)-th element of the information matrix is determined as

T A - 1 AiJ uN Ai jW

where

H i ri . 0- R

Ai N-1 
W - R]

LHi i ri " 1 " riF

. 0
H r

Hi ~ ~ la Da],r=r] *=~ :
The overall optimization criterion then reads as (ref. Schulz [15])

q 1
tr (J) UN T, A iT W-l AiJI u N
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under the constraint

T
uN uN : E.

Following Brockett [161, the maximal value of the above quadratic form with the given
constraint is obtained as the normalized eigenvector & that belongs to the maximum eigenvalue
of the expression inside the brackets:

u= .T- E X [ AJ TW_1 Al(
uN = - max ii

Using this design criterion, input signals were determined for different flight
conditions of the Beaver aircraft. As an example Figure 7 shows an elevator-input which
was optimized for the identification of the derivatives in the short-period mode (Cx, CZ

CZq, CZ6 e, Cma, Cmq, Cm6e) at an airspeed of 45 m/s. This input will lateron be referred

to as Schulz-signal.

3.2 MINIMIZATION OF THE TRACE OF THE ESTIMATION ERROR COVARIANCE MATRIX

At the Department of Aerospace Engineering of the Delft University of Technology (DUT)
an optimal single input was designed as a sum of sine-functions (cf. Mulder 117]):

m
u(t, = k sin wit.

i=1

At the beginning and at the end of the test period the input should be zero. This requirement
is fulfilled when the frequencies are chosen to be

i i • 2T/T (i = 1, ... , m)

where T is the length of the test period. Moreover, the total energy of the input should be
restricted:

T 2 1 T 2
f udt= T_ k. =E. (3.10)
o 11

The input can now be optimized by the choice of the m amplitudes ki with regard to the
energy constraint.

The energy constraint (3.10) can be considered as the equation of an m-dimensional sphere

with central point at the origin and with radius R = r E/T. Thus each combination of the m
amplitudes k. can be represented as a point on the sphere. Introducing spherical coordinates
each point ii defined by m-1 coordinates. By this the number of variables is reduced from m
to m-1.

The optimization of the input signal was carried out to minimize the trace of the
estimation error covariance matrix

CF = tr (P) (3.11)

For the minimization of this criterion function the gradient method of Powel was used.

As an example consider an optimal elevator input for the identification of the derivatives
in the short-period mode of the Beaver aircraft at 45 m/s. The input was designed for a test

duration of T = 10 s. Its total energy was constrained to E = 0.01 rad 2s. As the criterion
function (3.11) depends on the number m of sine-functions of the input it was minimized for
different m. It was found that the minimum values of CF decrease with increasing m but
remain practically constant for m > 8. Therefore an input signal with m = 8 sine-functions
was selected for further investigations.

When this optimized input was used for simulation it turned out that at the end of the
test period some of the state variables had excessively large deviations from the nominal
flight conditions. To avoid this a penalty function was added to the criterion function (3.11)
resulting in a new criterion function:

CF = tr (P) + (0,001 u2 + 0.1 2 + 0.1 Y2)t=T (3.12)

An optimized input which minimizes (3.12) is shown in Figure 8. In the upper part the
2

powers ki are plotted over the 8 discrete frequencies. As can be seen only two frequencies

are really significant. The lower part of Figure 8 shows the time history of the input signal.
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3.3 MAXIMIZATION OF THE DETERMINANT OF THE INFORMATION MATRIX

Consider the linear discrete-time system (3.8), (3.9) where u now is a p x 1 input
vector.If the system is stable and time-invariant, the number of data points N is large
and the noise process is stationary, a procedure for computing optimal inputs can be
applied, which was developed by Mehra [12, 181. Making use of the Fourier transformation
the problem is transformed into the frequency-domain. Here, the Fisher information
matrix (q x q) for parameter set a of the system (3.8), (3.9) has the elements

J = Re f tr (Bi.(w) dFuu(w))

where Re denotes real part, F (w) is the spectral distribution function of u(t), anduu

B. () = ) -1 T(w)B Da. vv Da.3. 3

denotes complex conjugate and transpose)

T(w) = H (e- iI - $)- 1 .

Svv w) is the spectral density of the measurement noise v(t).

The information matrix J has the following properties:

1) J is a real, symmetric, positive-semidefinite matrix.

2) Ji = o if the spectrum of u(t) contains less than [q/2ml points where [xl denotes

the integer part of x.

3) The set of information matrices J corresponding to all normalized designs (i.e.

y- I trdF (w) = 1)

is convex and closed.

4) For any normalized input design F1 with mixed (continuous and point) spectrum,

another normalized design F2 with a purely point spectrum of less than

(q (q + 1) /2 + 1) points can be found such that J(F1 ) = J(F2 ).

The determinant of the information matrix Jil is now maximized with respect to {F uu(),

w (-Eo)} subject to the constraint that Fuu is normalized. The optimal normalized input

spectrum Fuu is shown to fulfill the following equivalent statements:

1) Fuu maximizes IJi.

rq
2) F minimizes max X max  Re 2_ p.. (Fu) Bi (W)

uu mxL i,j=1 Juu 1

where pi is the (i, j)-th element of j-1 and Xmax is the maximum eigenvalue of the

p x p matrix inside the parentheses.
q

3) max Xmax [Re L - ij(Puu) Bi (w)] = q.
W i,j=1

The information matrices of all normalized designs satisfying conditions 1) - 3) are identi-
cal, and any linear combination of these designs satisfy 1) - 3).

Based on the above properties an algorithm for computing Fu is proposed.

Algorithm:

1) Start with any design F such that J(F0 ) is nonsingular. Let k=o.

2) Compute

D= Re q Pij(Fk) Bij(W)

i.j=1
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and find its maximum eigenvalue Ak (a). Find wkE(--,- ) by a one-dimensional search somax().F w o)baon-iesoaserho

that

ka(Wk )m  > Xk (W).
maxhk) max

k
Also compute the eigEnvector 

'max"

3) If max(wk) = q stop. Otherwise, proceed to 4).

4) Update the design as follows:

Fk+1 = (1-ak) Fk + ak F(W k )
k k Twhere F( k) is a design with a single point at w=wk of size max (max) Choose

0 < 0k 1 1 either by a one-dimensional search or any sequence such that

3k+1 k
Jk+1 J,= 0 ' lim ak = .

k=o k-

5) Set k=k+1. Go back to 2).

For a single input (p=l) the spectral distribution of u(t) is a scalar function

1dfuu ( ) = 2r - Al 6 ( - ) dw

where A, denotes the power corresponding to the frequency w,. The normalization

condition then reads

1

X=1

The information matrix J has the elements

1

and
k q

Xmax(W) > Pj(fk Re bij(W)
i,j=l

For practical input design it is convenient to determine the optimal frequencies as
integer multiples of a basic frequency, where the basic frequency is defined to have a
period corresponding to the observation time. By that we can avoid generating inputs
containing frequencies which

1. are so low that they are not significant within the limited observation time,

2. lie so close together that they can not be distinguished within that time.

As an example Figure 9 shows an optimal.elevator input. It was optimized to identify
the derivatives in the short period mode of the Beaver aircraft at 45 m/s from a maneuver
with a duration of 10 seconds. In the upper part of Figure 9 the spectral distribution
is given. It contains two frequencies of different powers, one on each side of the short
period natural frequency. The hatched line represents the basic frequency.

The optimization procedure yields only optimal frequencies and powers (amplitudes).
The phases are still undefined. In order to minimize the starting impuls the phases are
chosen such that at the beginning of the observation interval the input is zero and its
inclin3tion is a minimum. Since the input is periodic with the observation time, these
conditions are also valid at the end of the interval. The lower part of Figure 9 shows
the resulting input time history.

4. COMPARISON OF INPUT SIGNALS IN FLIGHT TEST

The input signals described in the previous sections - the doublet, "3211"-signal,
Schulz-signal, DUT-signal and Mehra-signal - were applied in the joint Dutch/German Beaver
Aircraft Parameter Identification Flight Test Program (cf. [19,20]). This program is
being conducted to investigate the various factors affecting aircraft parameter identifi-
cation. One of the goals of the program is to study the effect of various input signals
on the identification process.
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The Beaver aircraft has been equipped with a high precision flight test instrumentation
by DUT. Moreover, an automatic system'for applying the various input signals has been
installed. Such a system allows optimized input signals to be applied very precisely
without pilot contamination. Additionally, a given signal can be repeated exactly any number
of times, allowing statistical analysis of the resulting data.

For the Beaver aircraft this was accomplished by installing three electro-hydraulic
actuators (elevator, rudder and aileron). The three actuators were installed in parallel
with the normal aircraft control system using pilot controllable electro-mechanical couplers
Shear pins were included in the couplings between each electro-hydraulic actuator and the
normal aircraft control system. In case of a malfunction, the pilot could break the shear
pins by taking positive control of the aircraft using the normal control system.

Also included in the system wasa Lockheed 417 four channel analog FM tape recorder and
associated electronics. The optimized test input signals were recorded on the ground and
then played back in flight. The outputs from the tape recorder were applied to the electro-
hydraulic actuators providing automatic application of test input signals.

The various input signals were optimized to identify the derivatives in the short-
period mode and the lateral derivatives. The longitudinal and lateral directional motions
were to be identified separately with input signal/maneuver duration of 10 and 16 seconds
respectively. Three separate flight conditions were specified: 35, 45 and 55 m/s straight
and level cruise flight at 6000 ft.

To allow a valid comparison of results obtained from the different input signal types,
all input signals were adjusted to have the same energy content. Additionally, all input
signals were filtered via a fourth order low pass filter with boundary frequency W = 19
rad/s before being recorded on the input signal tape. This was necessary because of the
shear pins between each of the three electro-hydraulic actuators and the normal aircraft
control system. Too abrupt or too large input signals would shear the pins.

The flight testing was carrid out by DUT. It took place under nonturbulent conditions.
For statistical analysis each input signal was flown 10 times at 45 m/s and 3 times at
35 and 55 m/s respectively.

Identification results for the various input signal types are given in Figures 10-14.
The figures show the time histories of the variables corresponding to the short-period
motion at 45 m/s. The solid lines represent measured flight responses which were processed
by the above-mentioned filter, and the crosses represent responses calculated from the
identified model. The fit between measured and calculated responses is good. Particularly
noteworthy is the high quality of the flight test data provided by DUT.

Some comments should be given on the "3211"-multistep input signal (cf. Figure 11).
Because of the energy constraint the relatively short duration "3211"-input would require
maximum amplitudes greater than allowable. Therefore, to increase the energy content of
this signal and simultaneously reduce its maximum amplitude, the signal was applied twice
during the 10 seconds test period. The same was done for the doublet input signal. In
addition to this the doublet and the "3211"-input signal were substantially altered by
the filtering. This point should be considered when comparing the relative merits of the
various input signal types.

To demonstrate the effect of the different input signals on the accuracy of the identi-
fication results the relative standard deviations of the derivatives are plotted in
Figure 15. The standard deviations were obtained from the Cram'r-Rao lower bound and
related to the identified values of the derivatives. As can be seen the "3211"-siqnal,
the Mehra-signal and the DUT-signal yield throughout good results while the doublet and
the Schulz-signal show large relative standard deviations for the q- and 6 -derivatives.e
The reason for this is that higher frequencies are missing in the Schulz-signal. The same
is valid for the doublet-signal due to the filtering.

Figure 16 shows.the derivatives identified from maneuvers with different inputs. The
greatest deviations occur for C Zq. The values identified from maneuvers with doublet and

Schulz-input differ considerably from the other identified values and the a-priori-value.
This is in accordance with the large standard deviations shown in the previous figure.

As a result of this investigation it can be stated that the "3211"-signal, the Mehra-
signal and the DUT-signal are of about the same efficiency. Among these three inputs the
"3211"-signal has the following two advantages: (1) It is built up so simply that is also
can be implemented by the pilot, (2) it can be easily adapted to changed flight conditions,
requiring only variation of the time unit At.

However, it should be pointed out that the results presented here are provisional,
because for each input signal only one maneuver was evaluated. Only when all maneuvers are
identified can a final valuation of the individual input signals be given.

5. CONCLUSIONS

The identifiability investigations have shown that an accurate identification of the
stability and control derivatives is guaranteed only if the aircraft is excited by input
signals which fulfill certain frequency requirements. For instance, in the short-period
mode case the input signal should contain frequencies below and above the natural frequency.

In a flight test program 5 different input signals were tested. It turned out that those
inputs which fulfill the above-mentioned frequency requirements provide accurate identifi-

!
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cation results. Among these the "3211"-multistep input signal is advantageous because of
its simple design and realizability.
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SUMMARY

The accuracy of aircraft parameters determined from flight test data is dependent on the input signal,
the instrumentation system and the data analysis technique. Therefore, the design of a parameter estimation
project should be based on an integrated approach. In the last decade there has been considerable progress
in the methods for estimating the accuracy as a function of these three components.

This lecture will attempt to give some insight into the design of the instrumentation system for para-
meter estimation tests. But it must be emphasized that this is just one of the three components necessary
for these tests.

As practical examples parts of the high accuracy instrumentation systems developed by the Delft University
of Technology and the National Aerospace Laboratory for the determination of performance and stability and
control characteristics for dynamic maneuvers will be described.

The -ost important task is the selection of the sensors. This is complicated by the wide choice of avai-
lable sensors. In addition, the integrity of th sensor calibrations is a necessary prerequisite for every
flight test. The signal conditioning encompasses sensor excitation, output signal demodulation, feedback
circuits and temperature control systems. Subsequently the signals have to be filtered in order to remove
inwante9 signal components before digitalization.

The design of these filters is complicated by the dynamic nature of parameter estimation tests. Tra-
ditionally these filters are implemented with analog circuits, but the digital circuits available at present
offer the alternative of real time digital filters which offer advantages in terms of stability, flexibility
and cost. Large amounts of data can be generated during parameter estimation tests due to the wide bandwidth
of dynamic signals, especially when combined with long measurement intervals. This places specials demands
on the data recording and transmission system.

1. INTRODUCTION

Methods to derive aircraft performance as well as stability and control characteristics from flight
test data have been under development in the Netherlands since 1964 (Ref. 1). Attention has been devoted
mainly to the derivation of all characteristics of interest from measurements in ronsteady and quasi-steady
flight (NSM).
Traditional methods of performance testing are based on measurements in steady-straight flight conditions
in which aircraft experience neither translational nor angular accelerations.
Stability and control characteristics were derived mainly from response measurements.
A limited number of efforts, to derive aircraft performance from measurements in nonsteady-flight have been
reported in the literature,see Refs. 2, 3, 4.
An important reduction in flight time, required to determine a certain set of aircraft characteristics, may
be achieved when deriving all characteristics of interest from measurements in nonsteady manoevring flight.
The corresponding flight test technique developed at Delft University of Technology, in close cooperation
with the National Aerospace Laboratory in Amsterdam, has been described in Refs. 5, 6, 7.

In 1967 and 1968 a flight test program was carried out to evaluate the quality and performance of the
flight test methods, the instrumentation system and the data reduction procedures developed for the deri-
vation of aircraft performance stability and -ontrol characteristics from measurements in nominally symme-
tric nonsteady manoeuvring flight. Symmetric flight trials flown with the DHC-2 Beaver aircraft, owned and
operated by the Delft University of Technology yielded most encouraging results. In the early seventies a
flight test program was carried out with the Hawker Hunter MK VII owned and operated by the National Aero-
space Laboratory (NLR). In order to evaluate the applicability of the method to a modern jet transport air-
craft a short test program was carried out with the Al prototype of the Fokker F-28 Fellowship. Preliminary
results are reported in Ref. 8. Finally in 1978 a flight test program aimed at the identification of a model
for the aircraft symmetric and asymmetric aerodynamics from measuremerts in symn.etric and asymmetric non-
steady manoeuvring flight has been carried out to extend the nonsteady flight test technique to asymmetric
flight conditions.

1.1 Flight test technique

In general, successful application of the nonsteady flight test technique depends on a thoughtful com-
bination of:
- the aircraft to be tested
- the flight test instrumentation system
- the signals applied to excite the aircraft
- the models selected for identification
- the procedures devised to analyse test data.

The nonsteady flight test technique developed in the past decade, in particular hinges an accurate measure-

ment of:
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- inertial variables; specific aerodynamic forces and angular rates,
- barometric variables; airspeed and static pressure variations,
- control surface deflections.

The flight test method includes:

- utilization of a high accuracy flight test instrumentation system,
- careful calibration of transducers to be used in the instrumentation system,
- analytic or computer aided development of optimal manoeuvre shapes,
- excitation of the aircraft manually or under servo control, during flight test flown under steady atmos-
pheric conditions,

- off-line analysis of the measurements recorded in flight using advanced state and parameter estimation
techniques.

1.2 Methodology

All aircraft characteristics of interest may in principle be obtained from one single nonsteady or
quasi-steady narreuvring test flight. Obviously for reasons of statistical reliability, measurements recorded
during more than one test flight are to be analyzed. During the flight test manoeuvre, the aircraft is made
to traverse the entire flight envelope of interest.
In an earlier publication (Ref. 1) it has been argued that the procedure applied to derive characteristics
of interest from measurements of nonsteady flight demands highly accurate measurements of such variables
as the specific aerodynamic forces A and Az, the altitude variations Ah, the airspeed V, the rate of pitch
q and the elevator angle 6e. x

The angle of attack a is of prime importance in the calculation of liftand drag of the aircraft. In or-
der to avoid direct measurement of the angle of attack with a vane with all its inherent problems of cali-
bration and correction for nonsteady effects, the angle of attack is estimated using the so called flight
path reconstruction procedure (Ref. 7).

In essence this procedure is as follows.
The angle of attack a is derived from the pitch angle e and the flight path angle y . Assuming the air mass
traversed by the aircraft is in rest relative to the earth, the following relation between these quantities
holds:

a = -Y

In steady rectilinear flight the angle of pitch follows from:

Axe = -arctgAz

And the flight path angle follows from:

y = arcsin - , wherev

Ahc =f

Obviously Ah represents the altitude variation measured relative to the altitude at manoeuvre initiation.
This quantity can be measured with high accuracy with a differential pressure transducer, which measures the
difference of the static pressure and the static pressure at manoeuvre initiation, captured in a reference
vessel.

Once having computed a, data points of the polar-drag curve may be computed. For a jet-propelled aircraft

mA mA
CD= 2cosl - 2 sin a + TgT cos ( + i ) -QV

Ipv s PPvS
mAx m z

CL = + s - cos a - TgT sin (a + i)
Pv2S s Pv s

Here the air density p is derived from measurements of static pressure and air temperature and the gross
thrust TgT and the engine mass flow Q is derived from measurements of engine variables and from engine cali-
bration data.

Evidently the accuracy of the measurements of the specific forces Ax, Az directly affect the accuracy
of the polar drag curve data points. Also the accurate determination of the engine thrust is of vital impor-
tance. In other publications (Ref. 1, 7, 9, 10) the derivation of polar drag curve data points from measure-
ments in quasisteady or nonsteady flight has been shown to require correction of these flight conditions to
steady straight flight conditions. This implies correction for the effects of e.g. the rate of pitch and
elevator deflection in the nonsteady flight conditions on the aerodynamic forces X and Z acting on the air-
craft. Hence the rate of pitch and the elevator deflection angle are to be measured accurately.

This discussion exhibits the relation between measurement accuracy and accuracy of the polar drag curve
data points derived from these measurements. To grasp the actual arguments for highly accurate instrumen-
tation, .s required for the derivation of aircraft characteristics from measurements in nonsteady flight,
it should be realized that one polar drag curve data point is derived from a single set of measurements re-
corded at a single instant of time. In the traditional steady state flight test techniques many sets Of
measurements may be averaged to obtain one single polar drag curve data point. Modern statistical filtering
and smoothing algorithms can be applied to obtain comparable statistical error reduction.

These methods, however, demand exact specification of error models or at least identifiability of errorNOW~
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model parameters in the context of given error model structures. Low quality instrumentation systems tend
to exhibit more complicated and less reproducable measurements error structures. Utilization of low quality
instrumentation systems will therefore make the application of modern statistical error reduction algorithms
far less succesful and render them less attractive.

This paper emphasizes aspects of flight test instrumentation with regard to measurements in nonsteady
flight.

1.3 Organisation of the paper

After defining some terms in section 2, specifications of instrumentation for nonsteacy flight
testing are discussed in section 3. Section 4 is devoted to general aspects and selection criteria of va-
rious transducer types. In addition some practical examples are given. Problems of signal conditioning are
discussed in section 5.

2. DEFINITIONS

Accurasy :The ratio of error to full scale output expressed in % of full scale output or in terms
of units of measurand.

Resolution The magnitude of output step changes as the input is continuously varied over the input
range of the device, expressed in % of full scale output.

Hysteresis The maximum difference in output at any measurand value within the transducer's range
when the value is approached first with increasing and then with decreasing measurand.

Biasor Zero offset The output signal at zero-measurand input.

Threshold The smallest change in the measurand that results in a measurable change in transducer
output.

f!132:ibility The ability of a transducer to reproduce output readings when the same measurand is
repeatedly applied to it, under the same conditions and approached in the same direc-
tion (in order to eliminate hysteresis).

Stability The ability of a transducer to retain its repeatability over a relatively long period of
time.

Reliability A measure of the probability that a transducer or system will continue to perform with-
in specified error limits for a specified length of time under specified conditions.

Sensitivity shift :A change of slope of the calibration curve due to a change in sensitivity.

Zero shift A change in zero offset over a specified period of time under specified conditions.

3. INSTRUMENTATION SPECIFICATIONS

3.0 Introduction

The application of the nonsteady flight te t technique places special demands on the instrumentation
system. As discussed in section 1.2, the deterr-nation of performance data requires very accurate measure-
ments of a number of variables, while the dete mination of stability and control characteristics implies
large measuring ranges for variables such as specific forces and angular rates. In this chapter some typical
requirements for the accuracy and resolution of a number of variables are presented and reliability and
maintainability requirements are discussed. Finally, the influence of rapidly varying measurands on the ac-
curacy of the measurements is considered.

3.1 Accuracy requirements

Accuracies better than 0,1% are commonly required for the measurement of accelerations, angular rates,
elevatordeflection and some differential pressures. Other quantities, such as absolute pressures, engine quan-
tities and temperature have to be measured with accuracies from 0,3 - 1%. These figures are related to en-
tire measuring channels. A measuring channel is considered to comprise a transducer with signal conditio-
ning and one channel of the data collection system.
Complete lists of measured variaLi: with rance and accuracy for the Hawker Hunter, the Fokker F-28 and the
DHC-2 Beaver flight test programs are presented in tables 1, 2 and 3 (see Refs. 11, 12).

3.2 Resolution requirements

Digital data collection systems in use today are sometimes very sonhisticated.They can be computer c,.n-
trolled and have high sample rate capabilities and a large number of signal inputs of all kinds e.g. analog,
synchro/resolver, digital, etc. The number of data bits recorded for each channel defines the theoretical re

-

solution of the particular measuring channel. Accuracy however is not necessarily equal to the resolution
of ameasuring channel. All kinds of errors of ADC's, multiplexers, sample and holds etc. contribute to the
total error of an measuring channel. Also zero-shift and gain shift as function of time and environmental
conditions of signal conditioners (filters) play an important role in the measurement accuracy of a channel.
In order to realize a measurement accuracy better than 0,1% the resolution of the measuring system has to be
at least 14 bits binary or 4 decades BCD, this equals a resolution of resp. 0,006% or 0,01%. The number of
bits available iq refered to as the available resolution. The actual resolution is less than the available
resolution due to internal noise and component drift of the ADC.
The resolution of transducers depends on the type of transducer. Output of some transducers will change in
small steps when the measurand is varied continuously. This occurs in particular when wire wound potentio-
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meters are used as output device of these transducers. Also transducers with a pulse rate output have a fi-
nite resolution when pulses are counted in a finite period of time.
The resolution of such pulse rate output sensors increases with increasing measurement time. Usually, the
resolution of transducers is more or less constant over the entire range, depending on the linearity of the
transducer. Sometimes a number is specified for resolution while threshold is meant. The effect of the pre-
sence of a threshold is also shown in the output of a transducer since the output will change with discrete
steps with continuously varying input. Output steps, however, are not constant over the entire range. This
phenomenon is related to static friction and hysteresis of the transducer.
The term threshold should be well understood to be related to the smallest change in the measurand which
results in an observable change in the output, while the notion of resolution is related to the smallest
step in the output caused by continuous variation of the measurand.

3.3 Reliability requirements

The reliability of a flight-test instrumentation system is an important factor, with regard to flight
safety as well as to maintain the required accuracy throughout a flight-test program. Flight safety is in-
volved when attaching transducers to the flight controls and to the control surfaces of the aircraft, if
the instrumentation system is powered by the aircraft electric/hydraulic power system and if the datacollecti-
c systemis connected to the aircrafts avionics system. Safety measures have to be taken into account in
design and development of instrumentation systems, in such a way that under no circumstances, i.e. under
proper operation as wel as in case of failure of the flight-test instrumentation system, the safety of nor-
mal aircraft operation should be affected.
Reliability of flight-test instrumentation systems is achieved by utilization of quality components and sub-
systems, which have already proven their reliability under actual flight-test conditions. Using new parts
or newly developed transducers straightaway introduces a large probability for the occurence of errors or
even of failures. Significant benefits may be obtained from using new equipment in preliminary flight-test
programs, such even in parallel with already accepted systems or system components. Evaluations of operation
and results of new components, leading to changes or modifications may thus be made possible. It is not sen-
sible to prove the validity of complete new instrumentation systems during a new flight-test program, unless
this is a special program directed towards instrumentation evaluation.
Instrumentation engineers should realise, that flight-test engineers want reliable data presented in the
format as agreed upon and are reluctant t accept failures or "lost flights" as a consequence of using new
instrumentation "highlights".

3.4 Maintenance requirements

Development and integration of instrumentation subsystems must include possibilities for maintenance
in the course of the flight-test programs. It is an absolute requirement to have access to all components
and transducers for repair or replacement without too much mechanical work.
Mountings of some transducers (accelerometers and rate gyros) should be designed in such a way that remo-
val and reinstallation introduce no displacements or rotations and that the alignment is maintained through-
out the flight-test program. Measuring relative position and attitude to the aircraft reference axes, es-
pecially rotations around the Z-axis is a time consuming job.
For routine maintenancee.g. pre- and post flight checks, it is convenient to have direct access to test
points of electronic equipment. Properly locating junction boxes can be most important in this respect.

3.5 Dynamic performance

As NSM introduces aircraft motions with frequencies up to about I cps it is obvious that not only sta-
tic performance of the measurement system should be considered, but that also dynamic characteristics should
be taken into account. Due to the limited sample rate of data collection systems, aliasing errors are likely
to occur. The frequencies in the signals from transducers above 1 cps caused by structure vibration, trans-
ducer noise or electromagnetic interference from other systems with frequencies up to 400 cps are to be at-
tenuated. The use of pre-sampling filters is one solution for aliasing problems.
Accurate low-pass filtering of transducer outputs is then required without introducing non-recoverable
errors into the filtered signals in the frequency range of interest.

4. TRANSDUCERS

4.0 Introduction

As discussed in section 1.2, a large number of variables have to be measured during nonsteady flight-
tests. The discussion in this chapter will be limited tothose transducers which have significantly more
stringent specifications as compared to the specifications for classical flight-tests. This involves the iner-
tial transducers, the air pressure transducers and the position and angular deflection transducers. For the
remaining variables, such as air temperature and engine parameters, we refer to the excellent AGARD Flight
Test Instrumentation Series (Ref. 13,15,16,22). A general reference book on transducers is Ref. 17.

4.1 Inertial transducers

4.1.1 Accelerometers

Although accelerometers are intended to measure acceleration (linear or angular) they all respond to
a force acting upon some inertial mass (the proof mass) which is restrained by a sprinC. The motion of the
proof mass is damped by a second order mass-spring-damper system (Ref. 13).
The available accelerometers can be divided into the open-loop transducers and the closed-loop transducers.
The open-loop transducers include the direct reading accelerometers calibrated in g-units, potentiometric-
reluctive, capacitive, straingauge and the piezoresistive accelerometers.
Measurement of displacement (or rotation) of a proof mass restrained by a spring is the basic principle of
tdse transducers. The accuracy ii limited to about 1%. The bandwidth depends on measuring range and damping
factor, and varies from 0 - 10 cps for a potentiometric transducer of + lg up to 0 - 500 cps for a strain-
gauge transducer with a measuring range of + 10g.
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To the group of closed-loop accelerometers belong the force-feedback and the torque-feedback transducer.
The basic principle of force feedback accelerometers is the measurement of the force necessary to restrain
the proof mass frommoving along the sensitive axis. This is accomplished by sensing the deflection of the
proof mass and feeding this signal back to a force coil (see Fig. 1). The current through this coil is a
direct measure of the applied acceleration.
In force feedback accelerometers, the proof mass is restrained from motion in any but the sensitive axis of
the transducer, by a specially designed suspension, while in the torque-feedback transducer the proof mass
is part of a pendulous system.
As result of the high gain of the feedback amplifier displacement of the proof mass is very small, for the
pendulous type deflection in the order of 5 min of arc of less. For the torque feedback accelerometers small
deflections have the advantage of reduced cross-axis sensitivity, low hysteresis and friction effects and
high frequency response. Linearity and accuracy are at least 10 times beter than with open-loop transducers,
mainly determined by the performance of the torquer in the transducer. In comparison with for example strain-
gauge accelerometers the outputs of closed-loop accelerometers are usually rather high (+ 0,05V as compared
to 5V).

4.1.2 Rate gyros

Two different types of rate-gyros are commonly used to measure the rate of rotation of an aircraft
under flight-test conditions, the open-loop rate gyro and the closed-loop or force-balance rate gyro.
In the open-loop rate gyro gimbal deflection is restrained by a spring or torsionbar. The deflection
angle is measured by a suitable sensor (e.g. potentiometer or micro-syn). The full scale angular deflection
is limited to only a few degrees in order to minimize cross-axis sensitivity. A damping device generates
the necessary damping, usually damping coefficients varybetween 0,5 and I in order to attain acceptable
frequency response characteristics of the transducer.
Accuracy is limited to about 1% due to changes of spring rate and hysteresis of the restraining spring or tor-
sionbar. Cross-axis sensitivity is 5% with a gimbal deflection of 30 at full scale. The bandwidth depends
on measuring range and full scale gimbal deflection, typical figures are 10 cps with + 6°/sec full scale
and 50 cps with + 100 

0
/sec full scale. Linearity and zero output stability are related to the quality of the

gimbal deflection sensor and the restraining spring.
The basic principle of the closed loop rate gyro is the measurement of the torque necessary to restrain the gim-
bal element of a rate-integrating gyro from rotating around the output axis. This is accomplished by sensing
the deflection angle of the gimbal , amplifying this signal and feeding it back to a torque motor which acts
on the gimbal (see Fig. 2). The torque generated by the torque motor is proportional to the current through
the torquing coil. This current is sensed across a measuring resistor.

Similar to the force balance accelerometer the gimbal deflection is kept very small with a high gain
amplifier. Gimbal deflection at full scale input rate is usually smaller than larad resulting in a cross-axis
sensitivity of less than 0,1%.
An important advantage of this type of rate jyros is that linearity and stability are not related to the
gimbal deflection angle sensor (pick-off) but only to the torquer performance and the open-loop drift rates
of the gyro.

4.1.3 Transducer selection

Selection criteria for accelerometers and rate gyros for the use in nonsteady flight testing are as
follows:

The measuring range of inertial transducers, which are fixed to the aircraft's body axes has been chosen assmall
as allowable, in order to maximize the output signal levels and henceforth the resolution of the measuring
channel. Usually, the allowable ranges are dictated by the expected inputs resulting from aircraft motions
and the vibration level expected at the location of the transducers. Both linear and angular vibration le-
vels have to be considered (Ref. 18). One must avoid saturation of the transducers, because closed-loop trans-
ducers produce heavily distorted output signals when the measuring range is exceeded. No matter what kind of
filtering is used, the original signal can never be recovered.

The upper frequency limit of the signals of interest is about lcps.The bandwidth of the transducers, there-
fore, is an important factor to be considered. Inertial transducers of the force-balance type usually have
bandwidths in the order of 80 to 100 cps. A damping ratio of 0,7 results in a flat response throughout the
bandwidth of the transducer. The usable frequency range is approximately one tenth of the undamped natural
frequency for an attenuation of 0,01% of the output signal.
The time shift of the output signal of the transducers is an important factor to consider, with a damping
ratio of 0,7, the phase characteristic of a second order system is practically linear up tu one tenth of
the natiirAl frqznc-. Tho time ahift of a transducer with a 1iU cpsnatural frequency is about 2,2 msec. up
to 10 cps. The maximum error due to time shift in the output at a frequency of I cps is 1,4%. This means that
this time shift error has to be corrected during the data processing.

Accuracy
The accuracy requirements of inertial transducers for the use in nonsteady flight testing are to be consi-
dered as severe. As already mentioned in the introduction, the overall accuracy has to be maintained at a
level of better than 0.1%. This figure, however, not only concerns the transducer accuracy, but includes the
accuracy of the signal conditioning and of the data collection system. It is obvious that the transducer
accuracies have to be in the order of 0.02% in order to maintain the required overall accuracy.
An important source of error in acceleration measurements is the uncertainty of the output with zero input.
A known bias output with zero input is of course not important, but the stability and repeatability are very
important. Also zero shift as function of temperature and time and the so called turn-on stiction have to be
taken into account. Scale factor (sensitivity) and hysteresis specifications have to be within the accuracy
rcquirements. Scale factor stability depends on the stability of the measuring resistor as w-ll as on the
stability of the torquer's permanent magnet. Hysteresis effects are likely to bereduced under operating
conditions due to mechanical vibrations. Nonlinearity of output (which depends on torquer linearity) is not
too important if careful calibration of the transducer nonlinearity is carried out.
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Cross-axis sensitivity
Thiis-penonon spresent in pendulous accelerometers as well as in rate gyros. Small cross-axis sensiti-
vity is achieved by stiff servo loops in the force-balance transducers. Figures for cross-axis sensitivity
are < 0,001 g/g of applied acceleration for accelerometers and < 0,001 tad s-

1
/rad s-1 of .pplied in-

put rate, or 0,1%. For steady state conditions it is not too important, since careful calibration enables
compensation for the effects of cross-axis sensitivity.
Cross-axis sensitivity, however, can be the source of so called rectification errors. This error is the re-
sult of the simultaneous presence of sinusoidal accelerations along the cross-axis and along the sensitive
axis. It results in a bias when the output of the transducer is filtered to remove unwanted noise and vibra-
tions measured by the transducer (Ref. 13).
Rectilinear accelerometers of the force-balance type do not have the disadvantage of cross-axis sensitivity,
but have more problems with the stability of the mechanical suspension. It may be worthwhile to mention, that
recent development of force-balance accelerometers for strapped-down applications has resulted in transdu-
cers with a very small cross-axis sensitivity of approximately 5.10-

6
g/g of applied acceleration (e.g. Donner

4841).

4.1.4 Practical example

For the NSM with the Hawker Hunter MK VII of the National Aerospace Laboratory a strapped-down inertial
package was developed consisting of 3 accelerometers and 2 rate gyro's. The measurements in flight were per-
formed during symmetric nonsteady manoeuvres. Therefore, one precision rate gyro and one gyro of the moderate
accuracy were used (Ref. 11). Table 4 shows the type of the transducers used.

The three accelerometers were mounted orthogonally on a stainless steel frame. The mounting flanges of the
frame were machined to an accuracy of 0,1 min of arc. Repeatability of the alignment of the transducers af-
ter replacement was assured by endplates. The frame was mounted in a cubic stainless steel box on 4 thermo
isolators (see Fig. 3). The outer sirface of the box was also machined to an accuracy of 0,1 min of arc.0
Temperature sensitivity of the scale factor of the transducers equaled about 0,02% per C, the temperature
sensitivity of the output with zero input equaled about 0,002% F.R. per oC. With an expected temperature
range from - 30 C to + 300C the scale factor will change as much as 0,6%, the output related to zero-input
will change about 0,06% F.R. Laboratory tests showed that scale factor changes due to temperature were main-
ly caused by the change of the value of the measuring resistor inside the accelerometer. Replacing this re-
sistor by a high stability low tempco resistor (20 ppm) improved the scale factor stability. Improvement of
zero stability was achieved by temperature stabilization of the box containing the accelerometers at 450C
+ IC with a temperature sensor controlled heater circuit. A small blower circulated the air in the box as-
suring homogeneous temperature distribution inside the box. The accelerometers were placed in such a way
that the transverse-axes of X- and Z-accelerometer were aligned along the Y-axis whereas transverse axis of
the Y-accelerometer was along the X-axis of the box. The Y-accelerometer was only used for the purpose of
applying relatively small corrections.
The full scale output level of each accelerometer was scaled to the required level of the data collection
system.Floating power supplies were used and signal returns were connected to the high quality ground of
the instrumentation system, in order to avoid possible ground loops.

5
The pitch-rate gyro was a wide angle miniature integrating gyro, the dynamic range equaled 10 . The gyro

was procured without electronics and the required electronic circuits were developed to perform rate mea-
surement applying the torque balance principle. 3
The necessary electronic circuits including power supplies were contained in a box of 30 x 12 x 10 cm
The gyrowas mounted in a frame which was attached to the rear side of the accelerometer box. Adjustment
screws permitted exact alignment of the spin reference-axis with the X-axis and of the output-axis with the
Z-axis of the accelerometer box. The input-axis of the gyro, henceforth, was aligned with the Y-axis (q).
The alignment procedure was carried out using a precision turntable while the gyro was operating in open-
loop configuration. The alignment thus achieved was in the order of + 0,1 mrad.
The gyro was provided with an internal heater and a temperature sensor. With an electronic circuit the
operating temperature was set equal to 800C. To prevent heat transfer from the gyro to the accelerometer box
thermal isolation was used in the gyro mounting frame.

The yaw-rate gyro, which was only used for corrections during data processing, was an open loop poten-
tiometer type gyro of moderate performance.

The accelerometerbox with the pitch-rate gyro the yaw-rate gyro and the amplifier box were mounted
on a noral plate of 18 mm thickness. This plate, which was strainfree, was strapped on a rigid frame. Align-
ment with the aircraft reference axes was achieved with the aid of three adjustment screws. The alignment
procedure was carried out with a precision inclinometer and a theodolite.
The natural frequency of the accelerometer was about 100 cps and of the pitch rate gyro 80 cps.
Although these fequencies were high as compared to the frequency of aircraft motion during the measurements
the timeshift error (group delay) was a factor which had to be taken into account.

This will be shown in the following example.
Suppose a transducer with a natural frequency fn = 80 cps and a damping ratio 0,7 is excited with a frequen-
cy of 0,5 cps. The time shift error of a second order system assuming linear phase characteristics equals:

At = -- - Atz 2,8ms

lTfn

With an arbitrary sinusoidal input signal a=a sin 27Tft, the maximum slope of the input signal is (see Fig.4)

Aa-= 2rf n &

therefore, the maximum relative error e equals:
max

e Aa f
max =- 2A -

in this example:
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max = 0,9%.

Therefore, the maximum relative error which occurs around the zero crossings of the input signal equals
about 1% of the amplitude of the input signal.
Two methods for the correction of these errors will now be discussed briefly. The first method can be for-
mulated as follows:
1. Make sure that the damping coefficients of all inertial transducers are kept close to 0,7.
2. Determine the natural frequency of each transducer.
3. Calculate the time shift for each transducer.
4. Correct during data processing the measurement data for the time shifts of the corresponding transducers

by interpolation.
The second method consists of the following steps:
1. Equalize all inertial transducers with respect to their transfer functions, if necessary by adding spe-

cial equalization filters in each measurement channel (see Ref. 14).
2. Determine the time shift of the inertial transducers.
3. Correct during data processing the measurement data for the time shifts of all other transducers with

respect to the time shift of the inertial transducers.

4.2. Air data transducers

4.2.1. Some definitions

Pressure is a force acting on a surface, pressure is measured as force per unit area.

Absolute pressure is measured relative to vacuum.

Differential pressure is measured relative to a reference pressure.

Static pressure is the pressure exerted normal to the surface along the flow.

Impact pressure is the pressure in a moving fluid exerted parallel to direction of flow, due to flow
velocity.

Stagnation pressure (total pressure) is the sum of static and impact pressure.

4.2.2. Classification of pressure transducers

In this chapter some of the principles of measuring pressure to provide air data will be discussed.
Pressure transducers sense pressure by measuring the deflection of mechanical sensing elements. These
elements are usually relatively thin walled elastic members (plates or tubes) which offer the pressure a
surface to act upon. The deflection, which is converted into a secondary motion in some transucers, is
used to produce a change in the output of the transducer.
To produce electrical outputs a wide variety of transduction elements is applied in pressure transucers.
For example: potentiometers, straingauge, reluctive and capacitive displacement sensors.
A separate group of pressure transducers includes those fitted with vibrating elements, such as for example:
vibrating cylinder, vibrating wire, and vibrating quartz beam. They usually produce digital outputs.
The servo type pressure transducers are available in two basic versions, the null balance and the force
balance transducer.

Pressure transducers with output potentiometers are seldom applied to flight testing for generation
of air data. The accuracy is limited (1-3%) due to wiper friction especially in low range transducers. Wear
of resistance elements might ciuse nonlinearity. Wirewound elements have limited resolution.
To achieve acceleration insens.'tivity the moving parts have to be carefully balanced. Advantages are how-
ever low cost and the p(ssibil:.ty to obtain high output levels directly.

Straingauge pressure transducers are widely used for flight testing. They are available in many
different types. For example: bonded- and unbonded wire gauaes bonded semiconductor- and diffused semi-
conductor gauges. Measuring ranges are available from - 10 kPa up to -70 MPa thus covering a wide range of
applications. Outputs of straingauge transducers are in the mV ranges,- 40 mV for bonded- and unbonded
straingauges,up to - 500 mV for semiconductor straingauges. Signal conditioners have to be applied, to
obtain the signal levels comnonly required by data collection systems. Those conditioners also provide
bridge power supply, either a.c. or d.c., for the transducers. They are available as separate units
which operate on aircraft d.c. power supply. Several types of straingauge transducers at present are
integrated with the corresponding electronics, thus eliminating low level signal wires from the transducer
to the signal conditioning unit.

In reluctive pressure transducers, several methods are applied to generate output signals. One of
the methods is based on the principle of a moving core in a triple coil assembly connected as a differ-
ential transformer.
Displacement of the core, connected to the sensing element of the transducer, increases the magnetic
coupling between one secondary coil and the primary coil and at the same time decreases the magnetic
coupling of the other secondary coil and the primary coil. The sum of the outputs of the secondary coils
is constant, the difference of the outputs, however, is proportional to the displacement of the core.
A second method is based on the deflections of a magnetically permeable diaphragM. This diaphragm is
supported between two coils which are connected in series as a two-arm inductance bridge. Applied pressure
deflects the diaphragm, decreasing the gap between the diaphragm and one coil and at the same time in-
creasing the gap on the other side. When the half-bridge is connected to an a.c. supply, the output
voltage is proportional to the ratio between the inductancies of the two coils.
Pressure transducers with a moving core are available with measuring ranges down to levels as low as 200 Pa.
To reduce acceleration sensivity, sometimes two pressure sensitive elements are combined into one trans-
ducer. Electrical connections of the coils are made in such a way that diaphragm deflections due to

V acceleration have practically no effect on the output of the transducer. Outputs are up to 10% of the



applied power supply, which is usually about 20 V at 1000 cps.

The essential element of capacitive pressure transducers is a metal membrane stretched flat under
radial tension. Pressure differentials cause a deflection of the diaphragm thus introducing a change in
the capacitance with respect to one or two adjacent electrodes. Diaphragm displacement is a function of
the exerted force per unit area and henceforth represents a true pressure. The tensioned membrane has
a low mass and very low hysteresis (0,02% typical). The low mass and high radial tension usually results
in a very low acceleration sensitivity normal to the diaphragm, in the order of 0,1%-0,01% F.S. per g.
For low range pressure transducers (- 15 kPa) usually the dual stator sensing element is employed in
order to increase the sensitivity.
Different electronic circuits (separate from or integrated in the transducer housing) are used to generate
either analog or digital outputs.
A typical example of a capacitive pressure transducer may be described as follows. The fixed electrodes are at
an a.c. voltage with a stable amplitude and frequency. If pressure deflects the diaphragm, the change in
capacitance between the diaphragm and each fixed electrode results in a voltage change across the two
capecitors. The two capacitors act like an a.c. powered voltage divider. The voltage change is amplified
and phase sensitive demodulated to achieve bidirectional operation for differential pressure transducers.
Filters are applied to suppress the carrier frequency. Sometimes sensor linearity is increased by a feed-
back circuit which changes the excitation voltage as a function of the output signal. A typical value
obtained for non linearity by application of this technique is about 0,05%. To reduce sensitivity for
temperature variations of the sensor, feedback controlled heaters are applied with the additional advantage
of eliminating the effects of condensing humidity.
Capacitive pressure transducers are available for a wide range of applications, absolute, gauge and true
differential measurements in the range of I kPa to 15 MPa.
Also available are height-linear and airspeed-linear capacitive pressure transducers which are employed
in air data systems.

In force balance pressure transducers the sensing element is restrained from motion by a force
generator and displacement of the sensing element is thus kept very small. The deflection of the sensing
element is detected by a pick-off. The output is fed to a servo amplifier which drives an electric motor.
This motor is connected through a suitable gear box to an output device (potentio meter, synchrc/resolver),
while generating a force which acts upon the pressure sensitive element. Usually this is done by a very
well machined screw spindle and a helical spring. The output of the transducers is proportional to the
force required to keep the sensing element in the null-position. Linearity achieved with this principle
is very good, depending practically only on the spring characteristics.
Due to the relatively high masses of the moving parts, it is very difficult to achieve insensitivity for
accelerations such as those resulting from rotational vibrations. Usually heaters are required to reduce
temperature sensitivity of null and of scale factor. Stability is mainly determined by the force generator
(spring). The frequency response depends on the pressure amplitude, due to the limited slew rate of the
mechanical servo system. The application of this type of pressure transducer is mainly restricted to air
data systems and sometimes pressure ratio measurements.

4.2.2. Pressure transducer selection

Selection of pressure transducers for nonsteady flight testing depends on the required measuring
range, accuracy, output, frequency response and environmental conditions during the flight tests.

From the configuration of the pressure measurement system and the expected pressure changes in flight
the measurement ranges of the transducers are to be determined. A priori information concerning maximum
airspeed and altitude variations in manoeuvring flight may aid in deriving correct range estimates. Over-
ranges have to be kept small as possible in order to maximize relative accuracy. Usually the overrange
is determined by the transducers selected, since transducers rarely have precisely the required measuring
range.
When selecting differential pressure transducers one has to distinguish between two different types:
the (true differential) bidirectional transducers and the unidirectional differential transducer. The
first one is designed to accept pressure reversals and should not suffer from "frog effects" on zero
differential pressure input and should exhibit no scale factor difference between positive and negative
output.
The second one only accepts pressure difference excursions from zero to full scale.
In types with dual sensing elements minor differences between both systems (mechanical and/or electrical)
may result to different outputs corresponding with the same differential pressure applied at a higher
or lower absolute pressure level (common mode pressure).

AccuracY
Accuracy achieved with pressure measurements not only depends on the transducer but is also affected

by the required electronic circuits. Transducers with separate electronics are usually specified without
the required signal conditioning circuits. Although specifications of separate electronics exceed those
of the transducers, attention has to be paid to the effects of temperature on zero-offset and scale factor
(gain) and to the effects of power supply variations.
The accuracy of static pressure measurements required for non steady flight testing equals 0,05%
equivalent with an altitude deviation of 4 m at sea level. This high degree of accuracy has to be main-
tained throughout the calibration and flight test period, thus stability and repeatability are of great
significance.
It is not recommended to use attitude-linear absolute pressure transducer systems, since the outputs are
less accurate, as a result of the electronic linearization applied. The linearity of the transducers is
not too important since careful calibration enables adequate correction of the nonlinearity during
data processin% provided that there are no significant step changes in the slope of the calibration curve.
This may occur in some differential pressure transducers at zero input pressure.

Outputs of transducers have to be made acceptable for the data collection system. Only potentiometric



4-9

transducers usually offer high level outputs, depending on the reference supply voltage.
Practically all other types of pressure transducers need some electronic circuit to demodulate
and/or amplify the output signal to the appropriate level. Straingauge transducers with integrated
electronics have outputs of up to + 5 V d.c. with the advantage of short connections of the
straingauges to the amplifier, and low output impedance. Capacitive transducers sometimes are provi-
ded with partially integrated electronics, usually the first stage a.c. amplifier. Demodulation
amplification and filtering is realized with the aid of separate electronic circuits.
Digital outputs are obtained from vibrating element transducers or from transducers with internal
analog to digital converters. Outputs can be generated in serial or parallel format usually under
control of the digital data collection system. Some pressure transducer systems offer the advantage
of separate power supply and signal return connections in order to avoid possible ground loops in
instrumentation systems. For differential pressure transducers it is advisable to have a so-called
"live zero" to avoid any misinterpretation of zero pressure difference during pre- and postflight
checks.

Environmental conditions

Two effects of temperature changes on pressure transducers are to be considered; i.e. the
effect of temperature on the output with zero-input pressure, and the effect on the sensitivity
(scale factor).

Straingauge pressure transducers are usually fitted with temperature compensating resistors.
Temperature coefficients achieved over rather large temperature ranges (-50OC/+ 120

0
C) are in the order of

0,02%1 °C for zero shift and sensitivity. The same figures apply for reluctive transducers, although in the
lower ranges (-100 Pa) somewhat larger figures have to be expected.
Force-balance and capacitive transducers are often provided with controlled heaters to maintain a fairly
constant temperature of the sensing element. In capacitive transducers heaters have the additional
advantage that they reduce the influence of relative humidity on the sensing element. Disadvantages are:
the warm-up times required and the additional electronic circuits.
Single sensing element transducers, especially those with unbondedstraingauges, have rather high g-sensitivity
in the direction normal to the diaphragm, sometimes up to 1%F.S. at lg. This figure also applies to moving
core reluctive transducers. This property is caused by the weight added to the diaphragm. Capacitive and
semiconductor straingauqe transducers normally have very low g-sensitivity, About 0,005%/g F.S for a l0kPa
range semiconductor straingauge transducei and about 0,O./g FS for a 100 kPa capacitive transducer.
If possible, pressure transducers should be installed with their g-sensitive axis parallel to the Y-axis
of the aircraft, especially when symmetrical manoeuvres are to be performed. A priori information on the
vibration levels at the transducer locations aids in the design of the transducer mountings.
Sometimes shock mounts are required. Some transducers are provided with internal shock mounts for the sensing
elements.
Close attention should be paid to Electro Magnetic Interference (EMI), since sensitive electronic circuits
tend to pick up noise from electromagnetic fields, which may be generated by operating VHF transmitters or
by switching transients in the AC power lines. These effects may be observed as noise or DC offsets in the
outputs of the electronic circuits affected.
Integration of amplifiers within transducers and careful shielding of circuits and wiring are recommended.
In addition, circuits and instrument housing should be properly grounded.
It is not recomniended that pressure transducers and their associated electronics directly use the aircraft's
DC power bus as a supply, in view of the voltage variations and transients on this bus.

The bandwidth of pressure transducers is large compared to the frequency of aircraft motions, even
during nonsteady manoeuvres. Motor driven force-balance transducers have very limited bandwidths, depending
on pressure amplitude, due to the slew rate restriction. The frequency response of any transducer depends
on the type and the measuring range. Reluctive transducers with moving core have smaller bandwidth compared
to those with permeable diaphragms. Capacitive and semiconductor straingauge transducers have usually high
frequency responses. These high bandwidths,however, are usually limited in the signal conditioning equip-
ment. Cut-off frequency of low-pass filters then determines the overall frequency characteristic.
Vibrating element transducers also have a rather low frequency fesponse (10-30 cps), due not to the proper-
ties of the sensing element but to the long counting intervals required.

The frequency response of air data measurement systems during flight tests is limited in practice by the
length and the diameter of the tubing which connects the transducers with the measuring probes.
An useful approximation formula for this time delay is:

T 128 Vd +d4p
lTd 4Pr V ''t a

where: W = coefficient of viscosity of air
k = length of tubing
d = internal diameter of turbing
Ps = static pressure
Vd = volume of transducer
Vt = volume of tubing
a = velocity of sound

This formula may be up to 20% in error. Therefore, it is strongly recommended that the frequency
transfer function of the pitot-static system is measured on the ground over the frequency range of interest and
at different static pressures. In the Hawker Hunter pitot-static system the time delay was in the order of
250 ms at sealevel, while in the case of the F-28 trailing cone installation the time delay was 2 seconds
at a pressure altitude of 10000 m and the cut-off frequency equalled 0,5 cps.
The results for the F-28 were obtained by sinusoidal excitation of the static system while measuring the
input and output pressure signals with the pressure measurement system itself (see 4.2.3.).
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4.2.3 Practical example

The air data measurement system used for flight tests with the Fokker F-28 was designed to measure
the impact pressure PI, the static pressure PS and the static deviation pressure dPS. The transducers
used in this measurement system are shown in Table 5.
The high resolution required for the altitude measurement (0,1 m) at sea level was achieved by measuring
the static pressure deviation (dPS) related to the value of the static pressure (PS) at manoeuvre-initi-
ation.

Pneumatics

In the pneumatic part of the system the pressure storage vessel is an important item (see Fig. 5).
This vessel is disconnected from the PS input at manoeuvre initiation and the captured pressure is used
as reference pressure for the dPS measurement. In order to achieve the high accuracy of I Pa for dPS the
reference must Le stable within 0,3 Pa. Therefore, it is necessary to keep the vessel temperature within
0,0020C at 48°C nominal. This is achieved with a three step temperatuie control: the reference vessel is
contained in a pot which is controlled at a temperature 0,5 + 0,050C lower than the vessel temperature and
this pot is contained in a box together with the rest of the pressure measurement system, which is main-
tained at a temperature of 45 + 0,7°C. The capacity of the heaters assures a warm up period of less than
one hour. The dPS and PS transducers are mounted in the second temperature region for two reasons: short
pneumatic connections and high temperature stability. The PI transducer is placed inside the temperature
controlled box. Static pressure was sensed with a trailing cone connected to the tip of the vertical fin
of the aircraft by a 14 m tube, while impact pressure was sensed with a NLR designed pitot tube which is
insensitive to the direction of the airflow. A problem was the fact that the transfer function of the
tubes is dependent on the frequency and on the static pressure. Therefore, the static pressure tube and
the impact pressure tube were matched in length and diameter in order to achieve equal transfer functions.

.ransducers

The pressure transducers used in this system were:
- dPS Druck type PDCR 22 with a range of + 5 kPa,
- PI Druck type PDCR 22 with a range of + 17,5 kPa and
- PS Rosemount absolute transducer 1201F with a range of 0 to 105 kPa.
These transducers are connected with static pressure, pitot pressure, the reference vessel an2 the calibra-
tion nipples via a pneumatic valve. The first position of the valve ("Zero") is used between t.e
measurements and during transport: the reference vessel and the PS transducer are connected to the static
cone pressure, the dPS and PI transducers are short circuited and also connected to static cone pressure.
The second position ("Measure") disconnects and closes the reference vessel, connects one side of the
dPS transducer and the PS transducer to the static cone pressure, and the P1 transducer is connected
between static pressure and pitot pressure. The third position ("Calibrate") connects all transducer
pressure inputs to the calibration nipples. During flight all calibration nipples were connected to static
pressure to avoid connection to cabin air which can create temperature problems in the vessel. The valve
rotates only in the cycle zero, measure, calibrate.

Electronics

The electronic part of the system -onsists of the temperature control circuits, voltage references,
amplifiers and filters for the transducer signals, analog multiplexer and A/D converter, and a micro-
processor with interfaces. The microprocessor arranges the digital data in a ARINC 4'9 serial data stream
and controls upon command the pneumatic valve and the internal timing which can be _iaved to an external
signal. High precision NIC resistors are used in the temperature control circuits. An alarm is zaised when
temperatures are too high or too low. installed heater power is 6W for the reference vessel, 80 W for the
pot with the reference vessel and 110 W for the box containing pot and electronics. The differential
transducers for dPS and PI are of the semiconductor straingauge type and have a output of about 10 mV.
Effects of acceleration are minimized by mounting the sensors in the most favourable direction in the
aircraft, effects of bridge supply are minimized by relating this voltage to the A/D oonverters reference
voltage. Also the output of the PS transducer (a single sided capacitive type) is related to the reference
voltage of A/D converter. Transducer signals are amplified and fed to the anti-aliasing filters. These
filters are 5th order linear phase (Bessel) filters with a cut-off frequency of 4 cps. The filtered signals
are connected to a 16 bit A/D converter by means of an analog multiplexer. The digitized measurements are
input to the microprocessor system which arranges the data in a 8 bit label +24 bits data ARINC 419 format,
establishes the timing relation to the input clock/synchronization signal and controls the pneumatic valve
upon external command. 3
The system is housed in a 1/1 ATR box (45.5 x 49.5 x 20.5 cm ), power regulators and filters are separate in

1/2 ATR short box (12.5 x 19.5 x 31.5 cm 3). The system is powered by the aircraft's 28V DC and 115 V 400
wh ich are converted into filtered 28V for the heaters, + 15V for the analog circuits and +5V for the

'1* :il. cuits.

• i;;t _on/deflection transducers

* -.rL aspects

*;t.ady flight testing very accurate measurements of control surface deflections are required.
.ri y in the case of the elevator deflection measurement equals about 0,1% or 0,05 to 0,1
.J1y it is required to measure the elevator deflection, the aileron deflection, the rudder
'..t ,o trim deflection. For asymmetrical manoeuvres rudder trim deflection measurement

.- - i wlt. If measurements are to be made during take-off and landing, flap deflection
,., r".-1u Lred.

..ij /,jeflection measurements

.ilely used for position measurements. The principle is very simple: a
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sliding contact or wiper moves over a resistive element, which is connected to a reference voltage source.
The voltage taken from the wiper with reference to one of the end points is a direct measure of the
position of the wiper. The motion of the wiper can be either angular or linear.
Resistive elements of both angular and linear potentiometers are made of resistance wire or film deposited
on a substrate.
The slide wire potentiometer, a device in which the wiper moves along a single wire, is seldom used for
position measurement. However, it is used in force-balance air data transducers as a multiturn (100 or
more revolutions) output device. Resistance is low (1k), the resolution is infinite and the linearity is
very good, depending only on constancy of the cross section of the wire. The wire wound potentiometer is
provided with a resistive element which consists of resistance wire uniformely wound around an insulated
core. Linearity depends on spacing of the wire and on eccentricity of the wiper shaft in angular poten-
tiometers. The resolution depends on the number of wires used. If high resolution is required very thin
wire has to be used. The smallest wire diameter applicable with regard to reliability is about 0,02 mm.
A resolution of 0,05% can be achieved with an angular wire wound potentiometer with an outside diameter

of 7/8" or size 8. The total resistance value however will be in the order of 100k, which can be a dis-
advantage, since high input impedance of the measuring equipment is required. Otherwise nonlinearities
due to loading effects have to be dealt with in the calibration procedure. Linearity achieved in wire
wound angular potentiometers (depending on case diameter) is from 0,5% for a size 8 up to 0,01% for case
diameters over 3".
Film potentiometers have resistance elements of metal, cermet, conductive plastic or carbon.
The advantages of film potentiometers are the infinite resolution, the nLigh power rating and the high
reliability combined with a wide range of resistance values. Some metal film potentiometers have limited
life expectancy, due to very thin film elements.
Cermet potentiometers may have positive or negative temperature coefficients depending on total resistance,
for example 0 to +500 ppm per C for a 100 total resistance or0 to -250 ppm per C for a 200k total
resistange potentiometer. Life expectancy for cermet is up to 15.10 and for conductive plastic film up
to 40.10 revolutions.
Attention must be paid to the so called "end resistance" of film potentiometers, since linearity is speci-
fied from 1% to 99% of the mechanical travel.
Practically all types of film elements are available in angular as well as in linear potentiometers.

The synchro consists basically of a three phase stator and a single phase rotor. The stator windings
are spaced at 120 degrees. The rotor is energized with an a.c voltage, usually 26V at 400 cps. The output
voltages of the stator windings contain in their amplitude and phase (with reference to the rotor voltage)
unique information about the angular position of the rotor.
The type of synchro used for angular position measurements is usually the so-called synchro-control-trans-
mitter. This is a device primarily designed to operate with control-transformers and high input impedance
electronic circuits. The resolution of synchros is infinite, the linearity achieved with some types is in
the order of 7-10 minutes of arc. The accuracy of synchros, depending on mechanical construction and
electrical error, is approximately 0,02 to 0,03% or approximately 0,1 degree.
The stability of synchros is very good, temperature changes have little effect on the output characteris-
tics.
In flight test instrumentation systems the output voltages of synchros have to be converted either into
an analog d.c. voltage or directly into a digital signal. Several types of applicable converters are
readily available.

4.3.3 Design considerations

In order to perform reliable, high accuracy control surface deflection measurements, the deflection
transducers should be connected to the control surfaces as close to the hinges as possible (Ref. 16).
Under no circumstances, during normal operation or in case of failure of the transducer, should the
operation of the aircraft's control surfaces be affected.
Deflection sensors, either linear or angular, either synchro or potentiometer type, have to be isolated
from high loads on shafts and bearings. Such loads may result from forces and moments exerted by addi-
tional masses of levers, pushrods, etc., or from vibration of aircraft structures in flight.
Fcr angular sensors isolation is achieved by coupling the sensorshaft with precision (split) gears to
a strong and rigid intermediate shaft which in turn runs in rigidly mounted ball-bearing. To the inter-
mediate shaft relatively strong levers can be clamped which in turn are connected by means of a pushrod
to the lever of the control surface. Precision ball-joints are usually applied at the ends of pushrods
to reduce bending moments due to minor misalignment of the transducer input axis and the control surface
rotation axis.
Usually only limited space i- ivailable in an aircraft for housing of deflection transducer gear.
Lever-arms, however, should be made as long as possible in order to reduce the effect of minor play in
pushrod connections. If so required, material of pushrods an3 leverarms should be matched to the air-
craft's structural material to reduce temperature effect on the zero position and the sensitivity of the
position transducer. To achieve maximum linearity, the lever arm of the transducer must be fitted parallel
to the lever arm of the control surface, and if possible these lever arms should have the same effective
length (see Fig. 6 which was taken from Ref.16). The gear ratio in the transducer can be chosen so as
to obtain full range output for any given control surface deflection range.
Sometimes linear displacement transducers are applied for control surface deflection measurements. Such
transducers are available in ruggedized design, provided with balljoints at the housing and at the end
of the shaft.
Two problems have to be considered when applying this type of transducer.
- What happens in case of a transducer failure e.g. jammed shafts, breakdown of wiper assemply etc.
- is the transducer capable to withstand relatively high loala normal to the transducer axis, in fully
extended position.

A possible application of linear potentiometers is described in 4.3.4.
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4.3.4 Practical examples

Two position transducers were designed for nonsteady flight testing of the Hawker Hunter MK VII of
the National Aerospace Laboratory. One transducer was used for measurement of the deflection of the
horizontal stabilizer relative to the aircraft's X-axis and the other was used for measurement of the
elevator angle relative to the horizontal stabilizer (see Fig. 7).
The ranges of the stabilizer and elevator jeflection angleswere respectively 6 degrees and 33 degrees.
In order to iainimize production cost, both tra.,sducers were designed to be basically similar. The trans-
ducers are provided with angular cermet potentiometers type 6603 of Beckman Instruments Inc. This type
of potentioieter has a servo mount (size 20) and is provided with ball bearings. A resistance value of
100 k was specified to achieve a temperature coefficient of only 50 ppn per degree C. The linearity
tolerance of this potentiometer equals 0,1%. In the transducers the potentiometers are driven by preci-
sion split gears (DIN 867). The ratio of the gears equals 1:6. This ratio results in a rotation of 290
degrees for the stabilizer potentiometer and of 330 degrees for the elevator potentiometer. The split
gears in the transducers are preloaded with a small spring in order to keep play as small as possible
even during the expected temperature changes. Intermediate shafts are provided with ball bearings, while
the pushrods connecting tie levers are provided with steel-bronze-teflon ball joints, in order to minimize
effects of forces due to small misaligments. The levers of the stabilizer transducer have unequal lengths,
in order to provide reasonable potentiometer rotation for relatively small deflection angles.
The price to be paid for this amplification of the measurand is a minor nonlinearity.
The static accuracy of the elevator and stabilizer deflection transducer respectivily equaled 0,04 degree,
and 0,01 degree.
As a result of play in the elevator control horn bearing the accuracy of the elevator deflection measure-
ments was reduced to 0,08 degree of arc.
For the 1978 nonsteady flight test program carried through with the DHC-2 Beaver, linear film potentio-
meters CIC type 116 were used to perform the control surface deflection measurements. The stroke of the
potentiometers equals 100 mm, the resistance value is 5k. The transducers used for measurement of left and
right ailerin deflection,elevator and rudder deflection and left and right flap deflection are basically
of similar construction, in order to keep production costs low.
To isolate the potentiometer shafts from loads normal to the measuring direction, the free ends of the
potentiometer shafts are both rigidly fixed on two sustaining shafts, thus forming a three shaft assembly.
These two sustaining shafts are beared in two precision bearing blocks fixed on the mounting plate of the
potentiometer. The mounting plate as well as the free end of the shaft are provided with steel-bronze-teflon
bearings. The ball joint of the shaft end is connected to the shaft assembly by a shear pin (maximum
allowable force about 50 N) for safety reasons. Special care is taken to prevent any play and to provide
for easy and reproducable replacement of the shearpin. Aileron, rudder and elevator transducers are located
respectivily inside the wing and the tailcone and are linked directly to the control horns of the control
surfaces. The wing flap transducers are located outside the wing directly connected to the flap joints.
The flap transducers are provided with an additional dustcover, to prevent the entrance of dust and water
into the sensing element.

In addition to these transducers also two trimtab deflection transducers were provided. These are very
small transducers also fitted with linear potentiometers ("Bourns linipot") and mounted outside the air-
craft directly on the rudder and elevator control surfaces. The free shaft ends are connected to the
trimitabs through miniature ball joints. The static accuracy achieved with the deflection transducers ranges
from 0,02 to 0,1 degree for the control surfaces, up to 0,3 degree for the trimtabs.
The accuracy of the deflection measurements is degradated by the play in the control surface hinges and
the lever joints. This statement holds in particular for the trim tab deflection measurements.

5. Signal conditioning

5.0 Introduction

Signal conditioning embraces all modifying operations applied to signals (electrical or physical) to
satisfy input conditions of the subsequent stages of the instrumentation system. Several reasons exist
for signal conditioning in a flight test instrumentation system (Ref. 22). The emphasis is on the accuracy
required for performing measurements in nonsteady flight.

Signal conditioning includes among others:
a. Adaptation of transducer outputs to the input requirements of a data collection system.
b. Extraction of signals, relevant to flight testing, from the standard aircraft instrumentation.
c. Satisfying impedance matching requirements between components of a measuring channel.
d. Filtering of signals prior to feeding a subsequent signal processing stage.
e. Multiplexing.
f. Analog to digital conversion.

5.1 Modification of transducer outputs

5.1.1 Elementary adaptation

Flight test instrumentation systems usually incorporate transducers with many different types of
output signals, as some transducers, relevant to flight testing, are already available in the aircraft and
others are selected with regard to accuracy, resolution, stability, etc. rather than with regard to out-
put signal specifications. Transducers in general may have analog low or high level d.c. outputs e.g.
straingauges, potentiometers, accelerometers or analog low or high level a.c. outputs, e.g. reluctive
transducers, synchros. Transducer output signals are passed through signal conditioning units, for in-
stance for amplification, rectification or demodulation and sometimes for level shifting. Level shifting
is required if the desired output signal range of the transducer must be matched to the input range of

the A/D converter.
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5.1.2 Interaction with cockpit instruments

If standard aircraft transducers are to be utilized for flight test purposes, care has to be taken

not to introduce possible misreading of cockpit instruments. For example:

- Synchro outputs of attitude reference systems should be coupled into recording equipment using high
input impedance converters to produce either an analog or a digital output signal.

- Total temperature measurement performed with resistive elements can be adapted to data collection systems,
using high input impedance differential amplifiers.

- Engine RPM measurements are usually performed with the aid of the a.c. generator coupled to the aircraft's
engine. In this case signal conditioning should satisfy two requirements: i.e. isolation from the genera-
tor-cockpit indicator combination and conversion from the frequency of the a.c. voltage into either an
analog d.c. voltage or directly into a digital signal.

In general it is sensible to have the possibility to disconnect the data collection system from aircraft
instruments or systems. This operation is easily performed with the "normal open" contacts of a multipole
relay, which is energized simultaneously witn the data collection system.

5.1.3 Impedance adaptation

Sometimes relatively high output impedance transducers have to be used, such as potentiometers with
a high resistance value, some types of accelerometers and capacitive transducers. Connection of high out-
put impedance transducers directly to the measuring equipment usually results in a change in linearity
and/or the scale factor of the transducer. To reduce these effects impedance conversion is required in the
signal conditioning unit, with high input impedance (buffer) amplifiers. Also noise and d.c. susceptibility
are reduced when this kind of signal conditioning is performed close to the sensing element.
A disadvantage, however, is the requirement for additional power supply leads to the signal conditioner at a
remote location in the aircraft.

5.1.4 Analog filtering

Filters are used in measuring systems to attenuate the amplitude of the high frequency contents of
tTe signals. For nonsteady flight test work, signals with frequencies of up to approximately 1 cps have
to be recorded. There are several reasons for filtering signals in measuring channels.
Transducers with high bandwidths are able to pick up unwanted inputs due to vibration. This holds in
particular for a accelerometers and rate gyros. To prevent saturation of these transducers it may be
necessary to install some form of mechanical filter between the aircraft structure and the transducer,
such as shock mounts or anti-vibration mountings.

Extreme care must be taken when such filters are applied since they should never affect transducer
alignment in the signal frequency range of interest.
The damping of mechanical filters is usually low, resulting in nonlinear phase characteristics, which in
turn introduces signal distortion. A priori information about the environmental conditions at the location
of the transducer package is required, to establish mechanical filter characteristics (See Ref. 18).
Apart from preventing transducer saturation,it is required to reduce high frequency signal amplitude
due to vibration or electrical noise. Attenuation of high frequency signal components is required to
reduce aliasing error caused by the finite sampling rate of the data collection system.
The specification of anti-aliasing filters depends on sampling rate and the desired measurement accuracy,
in relation to the signal frequency contents. Two conflicting requirements arise in designing anti-alia-
sing filters.
Firstly: The filter cut-off frequency must be high compared to the frequency range of the signal of inte-
rest. Such in order to obtain a flat frequency response and a constant group delay over the specified
frequency range.
Secondly: The filter cut-off frequency must be low compared to the sample frequency of the data collection
system. Such in order to keep amplitudes of fold-over frequencies within the specified accuracy limits.

A valuable reference book on the design of analog filters is Ref. 19.

5.2 Multiplexing

In digital data collection systems signals of a large number of measuring channels have to be recor-
ded. This is achieved by multiplexing the analog or digital transducer signals in a predetermined sequence.
Analog multiplexers are provided either with high quality relays or with electronic switches. The quality
of multiplexers directly affects the accuracy of the instrumentation system.
Some key specifications of switches used for signal commutation are:
the "on-resistance",
the "off resistance"
the leakage current in open state
the "settling time"
the "cross talk" between adjacent switches.
Electronic switches for signal commutation are available as complete multichannel devices, with control in-
puts which are compatible with digital circuits. For multiplexing digital signals several standard inte-
grated circuits are available. For nonsteady flight testing analog multiplexers are required with an
accuracy of I mV on a 1OV signal amplitude.

5.3 Sample and hold unit

A sample and hold circuit preceding the analog to digital convector is required if signal variation
during the analog to digital conversion period exceeds the A/D convertor resolution. Such a sample and
hold circuit tracks the input signal during a sample command signal and holds the input signal within the
specified accuracy limits upon a hold command signal.
The signal frequency and amplitude determine the rate of change, i.e. the slewrate, of the input signal.
The maximum error developed by the A/D converter measuring a sinusoidal signal can be calculated as:
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e 2nAt 1 0 0

where At is the A/D conversion time and T is the signal period time.
The maximum error, em, represents a worst case error which occurs only if a so called successive approxima-
tion A/D converter is used and for measurements performed at the zero crossings of the input signal. In
case of random measurements the probable error is much smaller;

0.3rAt At
p . -- . 100%

If for example an A/D converter is used with a conversion time of I ms to measure a full scale sine input
signal with a frequency of I cps, the probable error is 0,1 % and the maximum error is about 0,6 %.
Key specifications of sample and hold circuits are:

Acquisition time : the time interval between sample command and the moment the output tracks the input
signal within the accuracy limits.

! pAerture uncertainty the difference between the maximum and minimum time required to change from sample
to hold (turn off time).

Settling. time : the time required for the output to track the input signal for a full scale step
input change within the specified accuracy limits.

Deaay rate : the maximum rate of change of the output in the hold mode.
Gain accuracy : a measure of gain stability under specified environmental conditions.
Ouput offset : the maximum value of output when zero input is sampled.

5.4.1 General aspects.

Analog to digital conversion in a measuring system is considered as signal conditioning; the precon-
ditioned analog signals are converted into a digital word. In a rather simple instrumentation system only
one analog to digital converter (ADC) may be used under the condition that all signals to be digitized
have the same range. This requirement has to be satisfied in the preceding signal conditioning units.

5.4.2 Design consideration

A wide variety of &/D converters in modular form is commercially available. Consideration of the fol-
lowing converter characteristics may guide the system designer in the selection of a suitable A/D converter
(Ref. 20,21)

Conversion speed
The maximum time available for one complete conversion may be derived form the instrumentation system

requirements. The number of channels which have to be digitized and the sampling rate of each individual
signal determine the processing time available for the multiplexer, the sample and hold (if applicable)
and the A/D converter. The available time for one complete measurement leads to the decision whether a ra-
ther slow dual slope integrating or a fast successive approximation converter is required. when a very fast
A/D converter is applied (e.g. 20,es conversion time) a sample and hold circuit, which affects system cost
and complexity, might not be required.

Sfystem consideration

The converter characteristics affected by the system configuration (design) include: the digital code,
e.g. (offset) binary , two's complement, binary coded decimal (BCD); the input voltage range (unipolar
or bipolar); the input impedance; power supplies etc. For high accuracy measurements a special grounding
technique or a differential buffer amplifier may be required. Some converters have separate analog and
digital grounds, in these converters digital currents do not interfere with analog signals. Optical coup-
ling of digital outputs provide for complete electric isolation of the A/D converter from the data re-
cording system. It is convenient to have access to the reference voltage of the A/D converter in order to
control the instrumentation system's reference power supply, since this will allow ratiometric measure-
ments (fig.8). However, extreme care must be taken not to affect any of the converter's specifications, when
connections are made to the reference voltage.

Resolution and accuracy

The practical resolution of A/D converters is usually less than the number of bits presented at the
output. This phenomenon is caused by noise generated in the analog circuits of the converter. Sometimes
noise level refered to the analog input of the converter is specified as RMS noise, the momentary error, how-
ever,may be up to 6 times the specified RMS value. The noise is generated in the reference voltage source,
the input buffer or scaling amplifier, the comparator and in the precision resistor networX. The absolute
accuracy of an A/D converter is the ability of the converter to produce an output code which defines the
input voltage with reference to the "Standard Volt".The relative accuracy is related to the linearity of
the converter and i. defined in terms of deviations from the best fitted straight calibration line.
To maintain accuracy during the measurement period it is important that the converter is provided with means
for offset and range adjustment. When external adjustment components have to be installed, careful
selection of these components is required, as the stability and the overall temperature coefficient may be
affected.

Environmental conditions

When high resolution, high accuracy A/D converters are used in flight test instrumentation systems, the
sensitivity of the converter to temperature changes, humidity, electromagnetic and electrostatic fields
has to be considered. Also susceptibility to power supply ripple and noise may affect the performance of the
converter. High resolution converters usually have very low termperature coefficients in the order of a few
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ppm per degree C for gain and offset, such in order to match the accuracy to the resolution of 14 or 16
bits.

Some shielding from EMI is provided by the metal housing of the converter module, but additionalshielding may be required depending on the location of the converter. Sources of EMI may be Distance
Measuring Equipment, transmitters, transpcnders, a.c and d.c. power conductors and natural lightning.
Power supply noise has to be suppressed as much as possible. This is usually achieved by application of
bypass capacitors en RF chokes in the converter module.

5.5 Practical Example

In the instrumentation system for the measurements in nonsteady flight with the Hawker Hunter MK VII
as well as in the system for the DHC-2 Beaver (Fig. 9), high quality anti-aliasing filters are applied.
Each analog measuring channel is provided with fourth-order low pass filters, which are nominelly equal
with respect to gain, damping ratio and cut-off frequency. The cut-off frequency of the filters was esta-
blished at 19 rad.3-1. With a sampling rate of 20 measurements per sec, the aliasing error of combined
images is kept below 0,1% up to about 10 rad s

-1 
. The calculation of the damping ratio was carried out as

follows. Each fourth-order filter is considered to consist of two equal second-order filters connected in
series (actually the fourth order filters are constructed in this way). The normalized frequency charac-
teristic of a second-order low pass filter only depends on the static gain and the damping coefficient.
with given gain limits the damping coefficient which allows for the highest possible frequency is calculated.
with the gain limits set equal to unity + 0,001 the calculated damping coefficient is 0,691. This value
is slightly smaller than the critical value which equals 0,707. This results in a frequency characteristic
with an increasin gain to 1, 001 from zero frequency tj 4 rad s

- 1 
a,,d a decreasing gain to 0,999 from 4 rad

s-l to 6,3 rad s- . The gain equals 1,030 at 5,6 rad s- . So the maximum bandwidth of the filter between
the gain limits is 6, 3 rad s

-1 
or 1 cps which equals approximately one third of the cut-off frequency

(Fig. 10, 11)
The phase shift of the low-pass filters has to be considered next. The time shift of a second order system
at zero frequency always equals two times the damping factor divided by the cut-off frequency: 2X/w . At
the cut-off frequency the time shift equals: 7/2wo . Hence, in the low pass filters mentioned above with

a cut-off frequency of 19 rad s
- 1 

and a damping factor equal to 0,691 the time shift will vary from 73
ms at zero frequency to 83 ms at the cut-off frequency. However, up to the usable bandwidth of 6,3
rad s

-
1 the time shift varies from 73 to 75 ms resulting in a maximum time shift error of + 1 ms

for signals with a frequency of up to I cps, being the frequency range relevant to flight testing (Fig. 12).

The practical realization of the second order filters is performed with chopper-stabilized operational
amplifiers and high stability resistor/capacitor networks (Fig. 13). Four filters are mounted together in
one unit measuring approximately 3 x 10 x 30 cm

3
. The front panel is provided with one switch and one

screw driver potentiometer for zero-adjustment of each amplifier. Each filter has provisions for the
adjustment of static gain, damping factor and cut-off frequency (Fig. 14).
A kind of model matching technique was applied, using a high precision analog computer, to perform the
final adjustment of the filters (Fig. 15).

6. FINAL REMARKS

The development of the nonsteady flight test technique has resulted in a steady improvement in the
accuracy of the flight test instrumentation systems used. It should be realized, however, that the accuracy
of the results derived from nonsteady flight tests is at present primarily limited by factors other than
the transducer accuracies. These factors are among others: wind velocity variations and turbulence, engine
thrust uncertainties and errors in the aerodynamic models used. Other factors are more closely connected
to the instrumentation system, such as position error correction uncertainties and pitot-static delay
uncertainties. Also, the deformation of each control 3urface under aerodynamic loading introduces discre-
pancies between the actual effectiveness of the control and the deflection measured by the instrumentation
system. This raises the question whether the cost and effort of developing high accuracy instrumentation
systems is really justified. A few remarks will be made on this point:

As already mentioned in section 1.2, less accurate transducers tend to have a more complicated error
behaviour. For example, the bias error of the inertial transducers is very important for the quality of the
results of the flight path estimation procedure (Ref. 7). This is the reason that these bias errors are
estimated using an extended Kalman filter procedure. In this procedure it is assumed that the bias errors
are constant during the measurement, but this is not necessarity true for low quality transducers. Since
the uncertainty of the bias error estimates heavily depends on the shape of the nonsteady manoeuvre and on
the set of variables selected for measurement (Ref. 23), it is obvious that it will not be possible to
estimate time-varying bias errors.

A second example is the variation in the magnitudes of the horizontal components of the wind vector,which
may result in large errors in the estimated angle of attack. In the F-28 flight test program, it turned out
that the wind velocity variation could be adequately modelled as being proportional to altitude. The wind
gradient, however, could not be estimated simultaneously with the bias errors of the inertial transducers.
Fortunately, these bias errors, estimated from measurements that did n.t suffer from wind velocity changes,
proved to be negligibly small, which confirmed the high quality of the inertial transducers used. This
justifies the deletion of the bias errors from the flight path estimation procedure and the incorporation
of the wind gradients into this procedure.

Another viewpoint is the need for reproducability of the flight test results. For example, the deter-
mination of engine thrust is a difficult subject and there is never complete certainty that the estimated
aircraft drag coefficient is not corrupted by systematic errors in the determination of the engine thrust.
If, however, the determination of the drag coefficient is aimed at the calculation of the actual performance
of the aircraft, such as rate of climb, with the same engine under approximately the same circumstances, the
reproducability of the calculated engine thrust is more important than the absolute accuracy. Therefore, the
accuracy of the measurements of the engine variables should not degrade the reproducability of the calcu-
lated engine thrust. A similar argument can be put forward with respect to the uncertainty in the control
surface deflection measurements. It is clear, that the actual deflection is not as important as wh ther the
angle measured by the transducer gives reproducable results in the aerodynamic model indentification.
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Obviously only high quality instrumentation offers the accuracy and the stability required for an
acceptable reproducabilfty of the flight test results.

The final motivation for the high accuracy instrumentation system is the ability to detect, to
estimate and to correct for all perturbations, other than from instrumentation errors, that affect the
accuracy of the flight test results. The determination of some of these effects, such as the influence
of aeroelasticity, require even more extensive instrumentation than the systems refered to in this paper.
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Table 1: LIST OF MEASURED VARIABLES HUNTER Mk VII

Variable Unit Range Calibrated range Static accuracy(IO)

A specific force X-axis ms_2 + 10 + 10 0.002
Ax specific force Y-axis ms + 5 + 5 0.001

A
y  

specific force Z-axis ms - + 100 -157+45 0.004
q rate of pitch deg s_ + 23 + 20 0.002
r rate of yaw deg s + 7 + 7 0.02

change in yaw deg 360 + 90 0.06

* angle of roll deg + 90 + 16 0.03

6e  elevator angle deg -9/+21 -9/+21 0.04
ih elevator trim angle deg + 2.5 + 2.5 0.01
a angle of at-ack (vane) deg + 30 + 30 0.03

Pref refeirnce pressure kPa 110 110 0.03

qc Pt-Pre, kPa 70 0/50 0.01
AP1 PI-Pref kPa + 7 + 5 0.004

AP4 Pc-Pref kPa + 2 + 1.7 0.006
AP5 Ps-Pref kPa + 2 + 1.7 0.004

AP6 Pc
-P re

f kPa + 2 + 1.7 0,005

As Psj-Pref kPa + 70 -70/+70 0.03

APtj Ptj-pref kPa + 175 0/170 0.1
n engine speed rpm 8200 8200 1.2
EGT exhaust gas temperature K 273/1473 273/1050 1.1
Tt total air temperature K 173/473 223/323 0.02

TABLE 2: LIST OF MEASURED VARIABLES FOKKER F-28

Variable Unit Range Calibrated rage Static accuracy*

A specific force X-axis ms -2 + 100 + 25 0.001
A specific force Y-axis ms 2  + 100 + 25 0.001
A z specific force Z-axis ms + 100 + 25 0.001

p rate of roll degs + 23 + 10 0.001
q rate of pitch degs + 23 + 10 0.001

r rate of yaw degs + 23 + 10 0.001
yaw angle deg 360 360 0.2

8 pitch angle deg + 90 + 25 0.1
P roll angle deg + 90 + 25 0.1

elevator deflection left deg -26/+14 -267+14 0.1

6
er elevator deflection right deg -26/+14 -26/+14 0.1

6al aileron deflection left deg -22/+22 -22/+22 0.3
6
a aileron deflection right deg -22/+22 -22/+22 0.3
6r

r  
rudder deflection deg -33/+33 -33/+33 0.2

6. stabilizer deflection deg -10/+ 4 -10/+ 4 0.05

a angle of attack (vane) deg + 90 - 5/+25 0.03
angle of sideslip (vane) deg + 90 + 15 0.03

qc impact pressure kPa + 25 0/17.5 0.010

APs deviation in Ps kPa + 5 + 5 0.001
PS static pressure kPa -0/130 15/105 0.050

r21 deliv.press.lp.comp.left kPa 0/175 0/175 2

P2r deliv.press.lp.comp.right kPa 0/175 0/175 2
P31 deliv.press.hp, comp.left kPa 0/1600 0/1600 20
P3r deliv.press.hp.comp.right kPa 0/1600 0/1600 20
P71  thrust pressure left kPa 0/240 0/240 0.2

P7r thrust pressure right kPa 0/240 0/240 0.2

nlp left eng.speed lp. shaft rpm 1600/8900 1600/8900 9
nlpr right eng.speed lp.shaft rpm 1600/8900 1600/8900 9
nhpl left eng.speed hp.shaft rpm 2300/13000 2300/13000 13
nhpr right eng.speed hp.shaft rpm 2300/13000 2300/13000 13

T71  turbine gas temp. left K 273/1023 573/1023 5
T7r turbine gas temp. right K 573/1023 573/1023 5
Tt total air temperature K 190/330 190/330 0.3
Ti pressure altitude m 0/24000 0/24000 5

Vias indicated airspeed ms
-
1 0/230 0/230 0.5

VMS N-S velocity ms
-
1 + 1600 + 1600 1

VEW E-W velocity ms
-
1_ 1600 _ 1600 1

) present position latitude deg + 90 -+ 90 0.02
U present position longitude deg 180 180 0.02

These accuracy figures are the largest deviations between the results of six independent calibrations

performed before, during, and after the flight test program. I
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TABLE 3: LIST OF MEASURED VARIABLES DHC-2 BEAVER

Variable Unit Range Calibrated range Static accuracy (1a)

A specific force X-axis ms-
2  

+ 10 + 10 0.001
Ax  

specific forde Y-axis ms
-  5 - 5 0.0005

Ay specific force Z-axis ms
2  

+ 20 01-20 0.001
2 -1
p rate of roll deg s_ + 23 + 20 0.002
q rate of pitch deg sl 23 - 20 0.002

r rate of yaw deg s + 23 + 20 0.002
yaw angle deg 360 U/360 0.2

e elevator angle deg 51 -28/23 0.02
aileron angle left deq )-0 U.Ub
aileron angle right deg 50 -33/+17 0.06

rr rudder angle deg 50 -25/+25 0.04
r flap angle left deg 58 0/+58 0.05

6  
flap angle right deg 58 0/+58 0.05

6er elevator trim angle deg 44 -18/+26 0.3

6rt rudder trim angle deg 36 -18/+18 0.3
t angle of attack (vane) deg 90 -10/+30 U.1

a angle of sideslip (vane) deg 90 -30/+30 0.1

qc impact pressure kPa + 4 0/+3 0.0005

APt change in static pressure kPa + 4 -3/+3 0.0005

static pressure kPa 130 +50/+105 0.01

pt slipstream pressure kPa + 4 0/+3 0.0005ti
Pz manifold pressure kPa 130 +50/+130 0.01
n engine speed rpm 3000 500/2400 0.2
Te carburator temp. K 243/303 243/303 0.1

total air temp. K 173/473 243/303 0.03

distance meas.equ n.m. 200 0/90 0.004
Uref  d.c. reference voltage mv 9985 - I

TABLE 4: INERTIAL TRANSDUCERS

Variable Hawker Hunter Fokker F-28 Beaver

Ax Donner 4810 Sagem 10625A Donner 4810
Ay1  Donner 4310 Sagem 10625A Donner 4310
Az Donner 4810 Sagem 10625A Sundstrand QA110O
p - Honeywell GG87B7 Honeywell GG87B7
q Honeywell GG87B7 Honeywell GG87B7 Honeywell GG87B7
r SFIM 114 Honeywell GG87B7 Honeywell GG87B7

TABLE 5: PRESSURE TRANSDUCERS

Variable Hawker Hunter Fokker F-28 Beaver

Ps Kelvin Hughes KTG1902 Rosemount 1201F Baraton 145A
AP, Statham PM6TC Druck PDCR22 Baraton 145D
qc Statham PM6TC Druck PDCR22 Baraton 145D
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PREFACE

In this paper an overview is presented of the nonsteady flight test technique as developed by both -.ift
University of Technology and the National Aerospace Laboratory during the past two decades. Principal
elements of this technique which is directed towards time efficient and accurate determination of
performance characteristics as well as stability and control characteristics from measurements in nonsteady
or quasi-steady flight, are:
- application of high quality flight test instrumentation systems
- accurate reconstruction of the aircraft's motions
- identification of nonlinear aerodynamic models
- calculation of performance, stability and control characteristics by correction of nonsteady or quasi-
steady flight conditions towards prespecified nominal conditions.

Main emphasis of this paper is on a tutorial exposition of the first three of these elements. The fourth of
these principal elements is delineated in a future publication. In addition to the tutorial presentation
some experimental results of various flight test programs are present J.
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1. INTRODUCTION

1.1. Historical background

Since the early sixties the Department of Aerospace Engineering of the Delft University of Technology has
been engaged in the development of methods to derive aircraft performance as well as stability and control
characteristics from flight test data. Attention has been devoted mainly to the derivation of all character-
istics of interest from measurements in nonsteady and quasi-steady flight. Traditional methods of performance

testing are based on measurements in steady straight flight conditions in which the aircraft experiences
neither translational nor angular accelerations.
Stability and control characteristics were derived mainly from dynamic response measurements.
A limited number of efforts to derive aircraft performance from measurements in nonsteady flight have been
reported in the literature, see Refs. 8, 9, 15, 32.
An important reduction in flight time, required to determine a certain set of aircraft characteristics, may
be achieved when deriving all characteristics of interest from measurements in nonsteady manoeuvring flight.
The corresponding flight test technique has been described in Refs. 2-4, 10-12, 17-19, 20, 21.

In 1967 and 1968 a flight test program was carried through to evaluate the quality and performance of the
flight test methods, the instrumentation system and the data reduction procedures developed for the derivation
of aircraft performance, stability and control characteristics from measurements in nominally symmetric
nonsteady manoeuvring flight. Symmetric flight trials flown with the DHC-2 Beaver aircraft, owned and operated
by the Delft University of Technology, yielded most encouraging results. It was decided to extend these
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investigations to high speed jet flight. In the early seventies a flight test program was carried through

with the Hawker Hunter Nk 7 owned and operated by the National Aerospace Laboratory (NLR). Preliminary

results of these flight tests have been presented in Ref. 19.

In 1978 a flight test program aimed at the identification of a model for the aircraft's symmetric and

asymmetric aerodynamics from measurements in symmetric and asymmetric nonsteady manoeuvring flight has

been carried through, Ref. 29.

Based upon experience gained in these flight test programs a flight test program was carried through by the

National Aerospace Laboratory to investigate the applicability for the case of a twin engined transport

type aircraft, the Fokker F-28 "Fellowship". Initial results of this flight test program have been presented

in Ref. 31.

1.2. Flight test technique

In general, succesful application of the nonsteady flight test technique depends on a thoughtful
combination of the aircraft to be tested, the flight test instrumentation system, the signals applied to
excite the aircraft, the models selected for identification and the procedures devised to analyse test
data.
The nonsteady flight test technique, developed at the Delft University of Technology in the past decade, in
particular hinges on accurate measurement of several inertial variables, e.g. specific aerodynamic forces
and angular rates, and barometric variables, e.g. airspeed and static airpressure variations.
This flight test method includes:
1. the utilization of a high accuracy flight test instrumentation system, comprising high quality inertial

and barometric sensors, see Refs. 23, 27, 28;
2. careful calibration of all transducers to be used in the flight test instrumentation system, Ref. 7;
3. analytic or computer aided development of optimal manoeuvre shapes, i.e. optimal time histories for the

control surface deflections required to excite the aircraft, so as for example to maximize the amount
of information in the measurements, concerning the characteristic parameters of interest, Refs. 3, 30;

4. excitation of the aircraft manually or under servo control (according to the optimal test signals
developed) during test flights flown in fine weather;

5. off-line analysis of the measurements recorded in flight, using advanced state and parameter estimation

techniques.

1.3. The flight test data analysis

1.3.0. Outline

To provide an outline of the procedure used for the analysis of nonsteady manoeuvring flight test data, the
following procedure steps are distinguished:
1. the first step includes transformation of transducer output voltages, accurately measured, periodically

sampled, digitized and recorded in flight into physical magnitudes, using the results of laboratory
calibrations of the flight test instrumentation system and applying various corrections;

2. the second procedure step results in accurate reconstruction of the aircraft's motions in symmetric or
asymmetric nonsteady manoeuvring flight from the flight test measurements recorded;

3. the third procedure step is directed towards the identification of the aircraft's aerodynamic model,
using the flight path reconstruction results. This includes specification of the relations between the
aircraft's state and control variables and the resulting aerodynamic forces and moments, as well as
estimation of the aerodynamic derivatives, governing these relations;

4. the final step comprises the derivation of aircraft performance as well as stability and control
characteristics, either from the aerodynamic model obtained or from the reconstructed state variable time
histories of the nonsteady manoeuvring test aircraft, Refs. 11, 18, 19.

1.3.1. Methodology

As already stated in subsection 1.1. and as may be seen from the outline of the flight test data analysis
procedure, presented above, the final goal of the nonsteady flight test technique developed is the
determination of the performance characteristics of the aircraft in combination with stability and control
characteristics. Static performance and control characteristics such as trim curves, polar drag curves,
lift curves, rate of climb as a function of airspeed in steady straight flight and power curves, are
derived from measurements in nearly- or quasi-steady conditions. Measurements recorded under highly non-
steady conditions are analyzed to determine aerodynamic or stability derivatives.

All characteristics of interest may in principle be obtained from one single nonsteady manoeuvring test
flight. Obviously for reasons of statistical reliability measurements recorded during more than one test
flight are to be analyzed.

During the test flight manoeuvre, the aircraft is made to traverse the entire flight envelope of interest.
The quasi-steady flight test conditions are selected so that the total aerodynamic forces and moments, acting
upon the aircraft during the manoeuvre, will result in small translational and angular accelerations.
To derive data points of the aircraft characteristics the aerodynamic forces and moments, as recorded under
the quasi-steady conditions, have to be corrected towards steady conditions. The correction of quasi-
steady to steady conditions boils down in fact to extrapolation of the aircraft's dynamics. Extrapolation
from one condition of a dynamic process to another in general requires:
- determination of the first condition,
- knowledge concerning the laws governing the dynamic process,
- specifications concerning the second condition.
The laws governing the dynamic process may be represented by mathematic models of the relations between all
quantities characterizing the dynamics of the process.

In atmospheric flight dynamics the characteristic quantities are for example: the aircraft's airspeed, the
angle of attack, the angle of sideslip, the angles of pitch, roll and yaw, angular rotation rates,
control surface deflections and the engine thrust. These quantities may be related to the aerodynamic forces
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and moments, or to the corresponding dimensionless aerodynamic coefficients, using polynomial relations,
i.e. the aerodynamic model. Deriving equilibrium conditions from measurements in quasi-steady flight,
may thus be concluded to demand for knowledge of the time histories of the variables mentioned, as well
as knowledge concerning the aerodynamic model relations. Moreover, it is remarked that the parameters in
these relations are to be computed, equating time histories of the respective aerodynamic forces and
moments to combinations of the time histories of the variables mentioned.
To limit the detrimental effects of possible modelling errors on the accuracy of the equilibrium conditions,
steady state data points should be derived from the nearest possible quasi-steady state data points recorded
in flight.

From this discussion it may be clear that derivation of performance and control characteristics requires
accurate knowledge of the aircraft's motions. Considerable effort has consequently been devoted to the
development of techniques for the reconstruction of these motions from on-boardinertial and barometric
measurements. The reconstruction of these motions, the so-called flight path reconstruction, is discussed in
considerable detail in the present lecture.
It should be noticed here that accurate flight path reconstruction is not only of prime interest for the
analysis of measurements in nonsteady flight. Traditional flight testing and automatic aircraft navigation,
control and flight management may also demand accurate off-line or on-liae reconstruction of the
aircraft's motions relative to a certain frame of reference.

1.3.2. Statistical analysis

Most aircraft variables relevant in this context may be measured directly with more or less accuracy, pain
and costs.
Variables such as for example the aerodynamic forces' } , the rates of pitch, yaw and roll and the airspeed
can be directly measured with acceptable accuracy; this does not hold however for variables as the angle
of attack and the angle of sideslip. In particular on a single engine propeller driven aircraft such as the
DHC-2 Beaver, it is not possible to directly measure these quantities with adequate accuracy, using the
conventional boom-mounted vanes or pitot-spheres. Methods are therefore devised to estimate these quantities
from all available measurements, including wind vane measurements. These methods, including simultaneous
calibration of the wind vanes, are based on the application of statistical estimation procedures such as
Kalman filtering, Kalman smoothing or Maximum Likelihood analysis, to minimize the effects of measurement
errors on the reconstructed flight path data.

Once having achieved flight path reconstruction, the time histories of the aircraft's state variables, as
obtained are used for aerodynamic model identification applying regression analysis. The characteristics
of interest may subsequently be derived either from the aerodynamic model or correcting nonsteady aircraft
states to steady states, using the reconstructed flight path data and the aerodynamic model identified.
As the aerodynamic model is identified using the flight path reconstruction results, the accuracy of all
characteristics derived from flight test data may thus be seen to depend either indirectly or directly on
the accuracy of these results.

1.4. Organization of this paper

Section 3 of this report is devoted to the description of the dynamic system models used for flight path
reconstruction. Basic principles and concepts underlying the data reduction procedures are introduced and
discussed. In addition a survey of the procedures applicable to flight path reconstruction is given in
this section. Results obtained processing simulated and actual flight test measurements are presented in
Section 5.

The subject of Section 4 is the identification of the aerodynamic model from the flight path reconstruction
results. An application of the theory as developed in Section 4 is presented in Section 6.

2. SYMBOL DEFINITIONS AND REFERENCE FRAMES

2.1. Alphabetic symbols

a net thrust moment arm
a acceleration, parameter vector
ai  regression coefficient
A(t) system matrix
Axm, AyB , AZB specific forces along the XB-, YB- and ZB-axes
b span
B(t) input distribution matrix
amean aerodynamic chord
C(t) observation matrix
CL lift coefficient
ClB, CmB, CnB dimensionless aerodynamic moments respectively about the Xa-, YB- and ZB-axes
CXB, CYB , CZB  dimensionless aerodynamic forces respectively along the XB-, YB- and ZB-axes
Csi sidewash correction factor
Co zero shift of the v wind vane
D(t) matrix in Eq. (3.126)
e(n) state estimation error in Section 3, residual in Section 4
E expectedvalue
fB force vector
fcor coriolis acceleration

1) aerodynamic forces per unit mass are measured with accelerometers strapped on the aircraft's body frame.



fcen centripetal acceleration
F aerodynamic force vector
F Fisher information matrix
FB  aircraft's body frame of reference
FE earth-fixed reference frame
F1  inertial reference frame
FV vehicle carried vertical frame
FW  vehicle carried air trajectory reference frame

gh gravitational acceleration

90 gravitational acceleration at sea level
G Givens rotation
Ah altitude variation defined relative to the initial altitude

engine gross or net thrust inclination angle
I identity matrix
Ix, ly, Iz moments of inertia respectively about the XB-, YB- and ZB-axes

Ixz product of inertia
J optimization criterion
k discrete-time indication (abbreviated notation of tk)
K
O  

optimal gainK(k) Kalman filter gain matrix
Ks(k) Kalman smoother gain matrix
LB aerodynamic moment about XB-axis
L weighting matrix
L likelihood function
L transformation matrix for rotation from F into FB
LBE transformation matrix for rotation from FE into FB
LIM transformation matrix for rotation from FM into FI
LEI transformation matrix for rotation from FM into FE

m aircraft mass
m(t) vector-valued correction for the observation perturbation vector
iMB  aerodynamic moment about YB-axis
M(t) system output signal
Hmatrix in Eq. (A-40)
M Mach numberI.NB aerodynamic moment about ZB-axis
NB probability density function

PB angular rate of roll
p, q , r components of A in FE
P vector in Eq. (B-2)
Pcomponent of wB along XB
Pi orthogonal transformation matrix
P(kJk) estimation error covariance matrix

PM(kln) error covariance matrix of M
q-- dynamic pressure
qB angular rate of pitch
qc impact pressure
j(t) vector-valued correction for the random errors in the system output signal measurements

Q component of ! along YB, engine mass flow

Q, Qi Householder transformation matrix

Q(t) covariance matrix of %(t)
r radius
rB angular rate of yaw

!rot rotation of the aircraft resulting from the earth rotation
Espher rotation of the aircraft travelling over a spherical earth
r(k) vector in Eq. (3.64)
R(k) matrix in Eq. (3.138)
R component of ! along ZB
; Rtotal correlation coefficient

local radius of the earth corresponding with the latitude of the flight test area
S wind area
S(t) matrix in Eq. (3.172)
TGT  engine gross thrust
TN engine net thrust
t time
At sampling time interval
T sampling time interval
u(t) input perturbation corrections
U(t) vector-valued input signal
V covariance matrix of estimation errors
V velocity of the aircraft's c.g.
VxB, VyB , VzB components of V in FE
w(t) vector-valued correction for the random errors in the input signal measurements U (t)
i aircraft weight
W(t) covariance matrix of w(t)
Xi independent variable in regression theory
xvector-valued state perturbation
XE, YE, zE aircraft's position relative to FE
XBB, YOB position coordinates of the Bv wind vane in the XB-YB-plane
X matrix of independent variables in regression theory
X
i  

matrix of independent variables in regression theory, first i columns in upper triangular
form



XB YR, ZB aerodynamic force along XB axis
X(t) system state vector
y dependent variable in regression theory
Y(t) discrete-time state perturbation correction vector
Y(t) augmented state vector

YB aerodynamic force along YB axis
ZB  aerodynamic force along ZB axis

aangle of attack
OLV wind vane angle of attack
B angle of sideslip

av wind vane angle of sideslip
r(k, k-i) disturbance distribution matrix
6d  Dirac delta

6k, j  Kronecker delta

6e  elevator angle
Sa  aileron angle

6r  rudder angle

6h horizontal stabilisor trim angle
C random error in Section 3, model error in regression theory
o angle of pitch
A latitude
A constant input signal bias error corrections
K matrix rank
1longitude
a standard deviation
Ttime
(angle of roll
$(klk-1) transition matrix
Uangle of yaw

Pij simple correlation coefficient
rotation rate of the earth o in FB
matrix equivalent of

ax row vector of partial derivatives

2.2. Index notations

Subscript
B in the aircraft's body frame of reference FB
E in the earth fixed reference frame FE
I in the inertial reference frame Fi
m measured magnitude
nom nominal
T in the vehicle carried vertical reference frame FT
V in the vehicle carried vertical reference frame FV
W in the vehicle carried air-trajectory reference frame Fw

2.3. Reference frames

All reference frames are right-handed and orthogonal.

1. The aircraft's body-fixed reference frame Fg (see fig. 1)

The origin OB of FB lies in the aircraft's c.g. The XBOBZB-plane coincides with the aircraft's plane of
symmetry. The positive XB-axis points forward. The positive YB-axis points to the right. The positive ZB-axis
points downwards.

2. The earth-fixed reference frame FE (see fig. 1)

The positive XE axis points to the north. The positive YE-axis points to the east. The positive ZE-axis
points downwards.

3. The vehicle carried vertical frame FV (see fig. A-2, 1)

The origin OV of FV lies in the aircraft's c.g. The positive XV-axis points to the north. The positive YV-
axis points to the east. The positive ZV-axis points vertically downwards.

4. The vehicle carried vertical reference frame F, (see fig. 1)

The origin Or of FT lies in the aircraft's c.g. The positive XT-axis coincides with the aircraft's plane of
sysmmetry and points forward. The positive ZT-axis points vertically downwards.

5. The vehicle carried air-trajectory reference frame F,

The origin lies in the aircraft's c.g. The Xw-axis is directed along the velocity vector V, the Zw-axis points
downwards and is in the aircraft's plane of symmetry.
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PART I

3. THE FLIGHT PATH RECONSTRUCTION PROBLEM

3.0. Introduction

The accuracy of performance measurements in nonsteady flight conditions depends to a large extent on the

accuracy of the measurement of the specific forcesAxB and AZB and on the accuracy of the measurements of the
angle of attack a and airspeed V.

Airspeed is usually deduced from total and static pressure measurements. The requirement for maximum
accuracy dictates the application of sophisticated instrumentation techniques as for instance described

in Refs. 26, 27 and 28. Essential are also the correction of barometric measurements for instrumental

bias- axd static pressure position errors. The fundamental problem here is that the achievable accuracy
decreases in nonsteady flight conditions. The dynamic response of air pressure tubes being difficult or
even impossible to correct for exactly and the sensitivity of barometric transducers to accelerations are

probably the most significant additional error sources in nonsteady flight conditions.

The angle of attack 0 and slip angle a are usually measured with vanes on wing or nose mounted booms
in order to minimize aircraft induced air velocities. Still, an in flight calibration is usually necessary

even when windtunnel data on the aircraft induced flow angle is available. This requires a series of
measurements in steady straight conditions in which the effect of several variables as ang'e of attack,

Mach number, engine thrust and aircraft configuration must be evaluated. Then, it still remains
questionable to what extent the resulting calibrations may be exploited in nonsteady flight conditions.

The philosophy of the present paper is that in order to on the one hand circumvent the practical
difficulties mentioned above and on the other, improve the achievable accuracy, the angle of attack

should be calculated instead of directly measured. In several earlier references the technique
for calculating these variables has been named "flight path reconstruction". However, the technique for the

calculation of the angLe of attack and airspeed encompasses much more than the mere reconstruction of the
flight path. Several other variables as pitch angle and accelerometer zero shifts are reconstructed or
estimated simultaneously.

Besides for performance measurements in nonsteady flight and as a basis for aerodynamic model identification,
fl~ght path estimation has by now been adopted for other applications e.g. the measurement of wake
turbulence, Ref. 36, and for proving the integrity of flight test instrumentation systems, Ref. 14.

The organization of this chapter is as follows. In 3.1. a description is given of the mathematical or
system model, employed for flight path reconstruction, which comprises a set of first order
differential equations representing the kinematical relations of the motion of the body fixed reference
frame FB with respect to a spherical and rotating earth, an observation and an error model. Subsequently
the model is linearized and discretizised. The principles and basic philosophy of flight path reconstruction
is the subject of Section 3.2. On the basis of four examples of increasing complexity several notions as
nominal trajectory, state estimation, input bias estimation, the effect of measurement and of system noise
are introduced and clarified. Section 3.3. deals with the details of the statistical estimation algorithms
which have in the course of the present work been actually applied to the flight path reconstruction problem
i.e. least squares estimation, extended Kalman Filtering and Smoothing, the square root information filter
and Maximum Likelihood estimation. A summary is presented in Section 3.4.

3.1. System models for the flight path reconstruction problem

3.1.0. Introduction

Flight path reconstruction can be formulated as the problem of generating knowledge on the aircraft's
motion from on boardmeasurements. The solution of this problem starts with the development of a
mathematical model representing the kinematics of the motion of the body fixed reference frame FB with
respect to a spherical rotating earth. Because the mathematical model can be interpreted as to represent
a dynamical system, the model will in the sequence be indicated as the system model.

Section 3.1.1. starts with the development of a simplified model describing the motion oith respect to a
flat and non-rotating earth. It is argumented that, because attention is restricted to the kinematics
of the body fixed reference frame FB, the resulting kinematical relations hold for flexible as well as
rigid aircraft. In Appendix A it is shown that these relations can readily be extended to the case of a
spherical rotating earth.

In Section 3.1.2. the kinematical relations are reformulated using system theoretical concepts. A system
is defined with corresponding state vector, input vector and observation model.

In Section 3.1.3. error models are postulated for the measurements of the input vector and observation
vector so as to pave the way for the application of statistical estimation algorithms for the solvtion
of the flight path reconstruction problem.

Finally in Section 3.f.4., the system model is reformulated in terms of an augmented system model and a
corresponding augmented state vector is introduced. It is shown also that the nonlinear time continuous
model can be discretized and linearized about a nominal trajectory.

3.1.1. Equations of motion

The translational dynamics of the aircraft are described by the following equations relating all relevant
forces such as the aerodynamic forces XE, YB and ZB, the centrifugal forces and the gravitational forces:

X B m(VxB + qs VZB - rB VyB) + W sin 8(3.1)



= m(VyB + rB VxB - PB VZB) - W cos e sin t (3.2)

= M(Vts + PB VYB - qB VXB) - W cos e coS W (3.3)

The rotational dynamics of the aircraft are represented by the following equations:

LB 
=

Ix PB 
+ 

(Is - Iy) qB rB - Ix (ri 
+ 
PB qB (3.4)

B - y 4B 
+ 

(Ix - Iz) r B PB 
+ 

Ixz(PB
2  

r. ) (3.5)

N B I s r + (Iy - Ix ) PB qB - IxZ(PB -r q.
)  

(3.6)

In these relations the possible effects of rotating propellors or turbines have been neglected. Further-
more Ixy and yz have been taken equal to zero because the XB and ZB are in the aircraft's plane of
symetry.

Equations (3.1) through (3.6) hold for the case of a rigid aircraft and a flat and non-rotating earth.

The orientation of FB with respect to the vehicle carried vertical reference frame FV, expressed by the
rotation rates PB, qB and rB and the time derivatives of these angles, reads:

sin T r Cos(P (3.7)
q B Cs e rB Cos 6

%= qcos t - r. sin ( (3.8)

= PB + qB sin W tan 0 + rB cos (p tan e (3.9)

It is interesting to notice that equations (3.1) through (3.9) can be solved by means of numerical
integration, if the aerodynamic forces XB, YB and ZB, the aerodynamic moments LB, MB and NB, the aircraft's
weight (W = mg), the moments and products of inertia and the initial condition VxB(0), VyE(0), VzB(O),
pB(0), qB(O), rB(O), 1(0), e(0) and (P(0) were known. Solution of these equations yields time histories
of the variables VxB(t), VyB(t), VzB(t), pB(t), qB(t), rB(t), C(t), 0(t) and (P(t).

It is even more important to remark that the dynamic equations (3.1) through (3.3) and the kinematic
equations (3.7) through (3.9) could numerically be integrated independently of the rotational dynamic
equations (3.4) through (3.6) if the angular velocites PB, qB and rB were measured. In that case the
determination of the aerodynamic moments LB, MB and NB and the integration of the corresponding equations
is no longer necessary.

The aerodynamic forces XB, YB and ZB can be written in terms of specific aerodynamic forces AxE, Ay. and
AZB:

X= m Ax3  (3.10)

Ya 
= 
m AyB  (3.11)

ZB m Az (3.12)

In the hypothetical case of a rigid aircraft, AXB, AyB and AzS are the quantities sensed by accelerometers
in the aircraft's centre of gravity and aligned along the axes of the body fixed reference frame FB.
Substitution of (3.10) thrughq (3.12) into (3.1) through (3.3) results in the following set of kinematic
equations:

Vx9 - AX - ghsin 8 - qB VZB + r. VyB (3.13)

VyB - AyB +ghcog e sin cp - rB VXB + Ps VZa (3.14)

VzE - Aza +ghCos Cos (P - PS VyB + q. Vx, (3.15)

Now, if in addition to the angular velocities PB, qB and rB, the specific aerodynamic forces AxB, AyB and
As3 were measured, equations (3.13) through (3.15) and (3.7) through (3.9) could be numerically integrated
if only the following initial values VxB(O), VyB(0), VzB(O), *(0), 8(0) and 4'(0) were known.
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The foregoing discussion can be summarized as follows. Numerical integration of the equation of motion
(3.1.) through (3.6.) and the kinematic equations (3.7) through (3.9) would, in addition to initial
conditions, aircraft weight and moments and products of inertia also require knowledge of the aerodynamic
forces and moments. When however, measurements are made of specific forces and angular velocities the
kinematic equations (3.13) through (3.15) and (3.7) through (3.9) can be integrated instead. This
integration requires nothing more than a set of initial values.

While for the integration of the original equations of motion (3.1) through (3.6) an aerodynamic model
must be specified, the aerodynamic forces are eliminated all together in the kinematic equations (3.13)
through (3.15). The accuracy of these equations has therefore become independent of the accuracy of any
aerodynamic model.

If the inertial quantities AXB, AyB, AzB, pB, qB and rB could be measured with absolute precision as a
function of time and if the relevant initial condition was exactly specified, the flight path
reconstruction problem would reduce to integration of a set of first order nonlinear differential equations.

Evidently the measurements recorded in flight are never completely free of errors. Moreover the initial
condition cannot be exactly specified from the measurements recorded. Application of statistical estimation
procedures is therefore required to attenuate the effects of these errors on the time histories of the
state variables as derived from flight test data.

If the position of the aircraft's c.g. relativ . to FE .. Id be computed as a function of time, the
following set of equations has to be solved ii. addition to (3.13) through (3.15) and (3.7) through (3.9):

XE = VxB cos G cos 1P + VyB (sin (P sin e cos - cos (P sin l) +

+ VzB (cos T sin 6 cos k + sin p sin ) (3.16)

'E = VxB cos 8 sin i + Vy. (sin (P sin 0 sin 1 + cos ( cos l) +

+ VZB (Cos (P sin 6 sin - sin (P cos ) (3.17)

ZE = -VXB sin 6 + VyB sin tPcos 0 + VZB cos (Pcose (3.18)

Equations (3.13) - (3.15), (3.7) - (3.9) and (3.16) - (3.18) hold for the case of motion with respect to
a flat and non-rotating earth. The effects of the curvature and rotation of the earth are treated in
Appendix A.

In the case of flexible aircraft, the specific aerodynamic forces and the quantities sensed by accelero-
meters can in principle no longer be assumed identical. Even then however, the kinematical equations
(3.13) - (3.15) for the motion of the aircraft's c.g. remain valid. To see this, (3.1) - (3.3) might be
interpreted as the equations of motion of a hypothetical inertial unit containing the accelerometers and
fixed in the c.g. XB, YB and ZB would then represent suspension forces and m the mass of the inertial unit.
In (3.13) - (3.15) AxB, AYB and AZB would then represent specific suspension forces, identical to the
quantities sensed by the accelerometers.

3.1.2. System state and observation equations

The representation of the aircraft's dynamics in terms of a state vector equation is established to set
the stage for the application of the statistical estimation procedures for the solution of the flight
path reconstruction problem.

The following vector-valued quantities are introduced:

col [VXB, Vy 3 , VZB 1P, 6, P, XE, YE' zE] (3.19)

U col [AXB, AyB, AZB, PB' qB' rs1 (3.20)

Equations (3.13) - (3.15), (3.7) - (3.9) and (3.16) - (3.18) may be represented together by the following
symbolic vector differential equation:

X(t) = f(X(t), U(t)) (3.21)

X(t 0 ) = X(0) (3.22)

The quantity X(t) is referred to as the state vector of the dynamic system under consideration. The quantity
U(t) is called the system input signal. The function f is a vector-valued quantity of the same dimension
as X(t).



In the previous subsection, numerical solution of Eqs. (3.13) - (3.15), (3.7) - (3.9) and (3.16) -
(3.18) has already been shown to demand for measurement of the specific forces and angular velocities,

i.e. the components of U(t).

In addition, an estimate is required of the initial state X(O). Errors in U (t), being the measured
magnitide of U(t) as well as errors in the estimate R(0) of the initial state, will lead to deviations
between the calculated time history of the system state vector and the actual time history.

From the calculated magnitudes of various state vector components, the magnitudes of several related
quantities, such as the airspeed V, the altitude variation Ah and the wind vane angle of sideslip 

8
v may

be computed, according to:

V -VVB
2 
+VyB

2 
+ VZB

2  
(3.23)

Ah= -zE 3.24)
/vy B + X8BrB - VyP + - 8  (.5

ev = arctg V + + arctg V
y.B _ C (3.25)

VxB si VxB

Here XBB and ZOB are the coordinates of the wind vane relative to FB, Csi is de sidewash coefficient and
Co is the zero shift of the wind vane. The quantities Csi and C8 should either be given or be estimated
from flight test data.

The quantities V, Ah and 8v are referred to as the components of the vector-valued system output signal M:

1 4 col [V, Ah, 8v] (3.26)

These quantitiesare important for flightpath reconstructionpurposes, since they mayalso bedirectly measured
with barometric sensors orboom-mounted windvanes. The latter measurements willagain contain measurement errors.
It is emphasized here that the composition of M given in Eq. (3.26) should be considered nerely as a
possible example of the output signal observation configuration. Other variables, algebraically (i.e.
memoryless) related to the system state vector components, such as for example the angle of yaw , the
angle of roll tP, the wind vane angle of attack cv, DME based aircraft position fixes or inertial platform
measured velocity components, may also be considered as system output signals.
Equations (3.23) - (3.25) may be considered as the constituent components of the following time dependent
equation:

M(t) = h(X(t), U(t)) (3.27)

The calculated output variables can be compared to the measured output variables, taking account of the
relative accuracies.
From the deviations between the calculated and the measured outputs, information can be extracted concerning
the deviations of the estimated state i(t) from the actual state X(t).
The estimation procedures to be discussed center around optimal use of this information.

The equations (3.21) and (3.27) are respectively called the system state equation and the system observation
equation.

3.1.3. Error models

The outputsof the sensors used for measurement of the system input and output signal components are
assumed to be corrupted with time dependent errors.
More precisely the accelerometer and rate gyroscope measurements are supposed to be contaminated with
constant bias errors as well as with random measurement errors. The barometric measurements are assumed
to be corrupted only with random measurement errors, since short-circuiting of the pneumatic sensor systems,
prior and posterior to each test flight manoeuvre, allows for accurate post flight compensation of possible
bias errors.
Henceforth the following expressions may be used to relate variable magnitudes measured with the
corresponding actual or better exact magnitudes:

U(t) U(t) - - w(t) (3.28)

Nm = M(t) - q(t) (3.29)

The vector-valued quantities A, w(t) and S(t) are defined respectively as:

_ col (A X, A y, A, A , , r] (3.30)

1 col w wy w , wp, w, wr] (3.31)

X q
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col [qV, qAh, qsv] (3.32)

The bias errors are assumed constant, hence:

0 (3.33)

The time dependent random errors w(t) and a(t) are considered as Gaussian white noise processes with the
following statistical properties:

1. The mean values are assumed equal to zero:

E[w(t)] = 0 (3.3.,
= for all

E[q(t)] = 0 1fralt(3.35)

2. The random error variances satisfy:

E[w(t) wT(T)] = W(t) 
6
d(t - T) (3.36)

Ej(t) !T(T)] = Q(t) 6d(t - 1) (3.37)

As discussed in the previous subsections the flight path reconstruction problem would be reduced to the
numerical solution (integration) of the system equation (3.21) when the initial state vector X(0) were
exactly known and the input signal U(t) could be measured absolutely precise. In practice, the
estimated initial state vector X(0) differs from the actual state vector according to:

x(0) = X(0) - X(0) (3.38)

The components of the input vector are measured very accurately, meaning that the random measurement errors
are very small. However in any case the effect of the bias errors on the result of an integration of the
system equation (3.21) cannot be neglected.

The comparison of calculated system output variables and measured output variables provides "information"
to correct for these effects. This is the subject of the following Sections where different statistical
estimation procedures are applied to the flight path reconstruction problem.

3.1.4. The augmented system model, linearization and discretization

As will be delineated in the following Sections the simultaneous estimation of the initial state X(0) or
the system state X(t) and the corrections X for the bias errors in the input signal measurements requires
the introduction of an augmented system model. The augmented system state is defined as:

Y = col [X(t), X] =

= col [Vx y, V B, i , e, , XE' ' ' xy, )z, ), )
p 

' q, (3.39)

From Eqs. (3.21) and (3.27) through (3.32) it follows that the system and observation models can be

written as:

w) fwXt), U m(t), X, w(t)) (3.40)

M m(t) = h(X(t), U m(t), X, w(t)) - a(t) (3.41)

With the concept of the augmented state vector (3.40) can be written as:

i(t) = f'(Y(t), U(t), w(t)) =

= f'(Y(t), U'(t)) (3.42)

where:

'(t) u(t) + w(t) (3.43)

ui
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The input vector (3.43) can be interpreted as the deterministic component of the measured input vector

Um(t). The observation equation corresponding to the augmented system now reads:

14 (t) - h-(Y(t), u'(t)) (3.44)

Many estimation procedures require linearization of the nonlinear state and observation equations
presented above with respect to a nominal trajectory Ynom(t), computed from the recorded input signal
measurements Um(t) by integration of the nominal state equation:

it) = f'(Y (t), U' (t))
-nom - -no -nom

= f(Y no(t), U (t)) (3.45)

for given

'.(0) = col CX-nom(0) omI = col Ex nom(0), 01 (3.46)

Linearization of the augmented system state equation (3.42) and the corresponding observation equation

(3.44),is based on the introduction of the corrections for the state perturbations:

Y(t) 4 Y(t) - Y om (t) (3.47)

and the input signal perturbation corrections to the nominal input signals:

u(t) _ U'(t) - U, (t)=

=U'(t) - U m (t) = w(t) (3.48)

Linearization of the augmented system model around the nominal trajectory Y om(t) and the correspondingnominal input signal Uom(t) results in:-(

i(t) =f(Y(t), U'(t)) - f'(Y 0o(t), U' (t))

w(t) + - !!(t) (3.49)

Linearization ot the observation equation yields:

_ -f -nom

= M (t) - q(t) - Mnom(t)

= h'(Y(t), U'(t)) - h'(Y (t), U M(t)) - a(t)
_ nom -nom

= y- y(t) + l-J w(t) - a~t) (3.50)

-no -nom -nom' -nom

The initial condition of the linearized state equation is in many cases not known and therefore set equal
to zero

y(0) i 0 (3.51)

The linearized state and observation equations, presented above, may be symbolically represented by:

X(t) = A(t) y(t) + B(t) w(t) (3.52)

and
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m(t) = C(t) Y(t) + D(t) W(t) - a(t) (3.53)

Under the conditions characterizing the problem of flight path reconstruction from flight test data,
the contribution of the term D(t) w(t) in m(t) is neglegibly small. This contribution results in the

present case from the correction of the side slip vane measurements v for the effects of the angular
velocities PB and rB according to Eq. (3.25). This correction is small and furthermore the measurements
of PB and rB are highly accurate.
The linearized observation equation therefore reduces to:

m(t) = C(t) X(t) - 3 (t) (3.54)

Applying present day instrumentation and data logging systems to aircraft flight testing, the input signals

U(t) and the output signals M(t) are periodically sampled in time. Moreover, digital computers are used
to perform all computations required for flight path reconstruction and further reduction of flight test
data. Therefore the discrete time versions of the linearized state and observation equations are required.
These discrete time versions relate the state perturbation correction y(k) and the observation perturbation
correction m(k) to the quantities y(k-1) and w(k-). Assume that the continuous time stochastic process
w(t) can adequately be approximated by letting w(tk_1) = w(k-i) be constant in the time interval
rtki, tk). Linear system theory then teaches that:

y(k) = 0(k, k-i) y(k-i) + r(k, k-i) w(k-1) (3.55)

and:

m (k) Ck) (k) - j(k) (3.56)

The transition matrix 0(k, k-i) is derived from the linear system matrix A(t), approximating A(t) for t
in [tkI, tk) by A(tk-.), according to:

A(tk_) [tk-tk]

0(k, k-i) = e

2 ]2

A 2(tk l) [tk -tk_1

I + Aftk I) [tk - tk_ 1 ] + 2! + (3.57)

The control distribution matrix F(k, k-i) is derived from B(tk-i) according to:

tk

r(k, k-i) = ¢(tk , T) B(T) dT
tk_

1 (t, T) B(tk_) 
dT

tk - I
2

B(t ) (t - t + )+
k-i k k-i 2!

+ A
2
(tki) B(tki) (tk - tk)

3  
(3.58)

3!

From linear system theory the following properties of the transition matrix are recalled:

0(k, k-i) (k-I, k-2) = f(k, k-2) (3.59)

O(k, k-i) f(k-l, k) = I

D(k, k) = (3.60)

Combining the discrete-time linear state equation with the linear observation equation, the following
relations may be derived for the linearized observations m(k):

m(k) = C(k) ?(k, k-i) y(k-l) + C(k) r(k, k-i) w(k-i) - j(k) (3.61)



or:
k

m(k) - C(k) (k, 0) y(O) + C(k) E Mlk, i) r !, i-1) w(i-1) - S(k) (3.62)

It should be noticed that the latter expression drastically simplifies if the contributions to m(k) governed

by the perturbations w(i-1), for i = 1, 2, ... , k, may be neglected for all k. Neglecting w(i-1), for

i = 1, 2, ..., k, implies that the stochastic linear system, represented by Eqs. (3.55) and (3.56), is

approximated by a deterministic system with stochastic output signal observations. This simplification

yields the following relation:

m(k) - Ctk) t'k, 0) y1
0

) - 1(k) (3.63)

3.2. Principles of flight path reconstruction

3.2.0. Introduction

In this Section four simple examples of increasing complexity serve for the introduction and clarification
of several notions as nominal trajectory, state estimation, input bias estimation and the effects of
measurement and of system noise. The reader more familiar with basic concepts of estimation theory is
referred directly to Section 3.3. for which this Section serves as an introduction.

3.2.1. Basic system definition

In this subsection a description will be given of a simple scalar linear dynamic system. This system
description is presented to set the stage for the problems to be discussed in the following subsections.

Let the scalar variable X(t) denote the state of a one-dimensional linear system with input U(t) and
output M(t). The evolution of the linear system state X(t) as a result of the system input U(t) and the
corresponding output M(t), are described by the following equations:

X(t) = A X(t) + B U(t) (3.64)

M(t) = C X(t) (3.65)

Here A, B, C are scalar system parameters.

Solution of Eq. (3.64) obviously requires specification of the initial state:

X(t0 ) = X(0) (3.66)

In addition, the input U(t) should be given for t % 0. See fig. 2.

According to linear system theory, the solution of Eq. (3.64), i.e. the system's state as a function of
time, may then be computed as follows:

A(t-t 0) t A(t-T)

X(t) = e X( ) + e B U(T) dT (3.67)

0
t

X(t) = f(t, t0 ) X(0) + J r(t, T) U(T) dT (3.68)

0

where:

r(t, T) = e"'" B - 0(t, r) B (3.69)

The output signal is given by (3.65).

Definitions for the state transition parameter $(t, t 0) and the impulseresponse parameter r(t, t) occurring
in Eq. (3.68) are apparent from that equation.

Now suppose that the system input U and the system output M are measured and that theso measurements are
corrupted with errors as follows:

Um(t) - U(t) - i - w(t) (3.70)

(t - M(t) - q(t) (3.71)

mJ)(.1
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The subscript mi is used to indicate measured magnitudes. The parameter A represents a constant bias error,

hence:

S0 (3.72)

The variables w(t) and q(t) represent measurement noise. Both of these noise signals are assumed to be

Gaussian, white and zero-mean. Hence:

E(w(t)] - E[q(t)] = 0 for all t (4.73)

The second order moments of the noise statistics are specified as follows:

E(w(t) w(T)] = W 6 d(t - T) (3.74)

E[q(t) q(T)] = Q 6d (t - T) (3.75)

In accordance with present-day flight test instrumentation technology, the system input and output signals
are assumed to be sampled periodically in time. Consequently, Eqs. (3.70) and (3.71) are to be reformulated,
writing:

Ur( ) - U(tk) - - w(tk) (3.76)

Mm( 1) M(tk) - q(tk) (3.77)

To simplify the notation only the sequence number k will be used instead of the notation tk to indicate
the sample of interest.
It should be noticed that the Gaussian noise processes w(t) and q(t) are replaced by the Gaussian random
sequences w(k) and q(k). Equations (3.68) and (3.69) may now be replaced by the following expressions:

X(k) = f(k, k-1) X(k-1) + F(k, k-1) u(k-1) (3.78)

M(k) = C X(t) (3.79)

Here:

U(T) -U(k-1) forEftkl, tk)

In principle now the task is set to reconstruct the system state X(k) from the measurements Um(i) and
M(i), where i < k, i = k or i > k. In the following subsections further simplifications of the system
delineated above will be introduced to facilitate the explanation of elementary problems and solution
principles relevant to flight path reconstruction.

3.2.2. Example 1: Estimation of the initial state

In this example flight path reconstruction, or more precisely, estimation of the trajectory of the system
state in its state space, is reduced to calculation of the initial condition X(0) followed by direct
integration of the system state equation, see Eqs. (3.68) and (3.78).
For clarity sake the linear system model discussed in subsection 3.3.1. is simplified as much as possible.
The system parameter A is assumed equal to 0, whereas the parameters B and C are supposed to be equal to
1, see fig. 3.
Hence:

A 0 (3.80)

B= C (3.81)

It follows that the system parameters D and r satisfy:

f(k, k-i) = 1 (3.82)

r(k, k-i) = tk - tk_ = T (3.83)

I
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To further simplify the system introduced in subsection 3.1.1., the system input U is assumed constant
in time. The measurements Um(k) and M.(k) are supposed to be free of any errors.

Um(k) - U (3.84)

Mm(k) = M(k) (3.85)

Compare with Eqs. (3.70) and (3.71).

To solve this almost trivial problem, the concept of nominal quantities is introduced. Nominal quantities
are those computed directly from the input signal measurements recorded.
First of all the nominal system state Xnom(k) is computed. It is assumed that:

Xnom(0) = 0 (3.86)

The nominal system state is then computed as:

k
X (k) = X (0) + Z Ur(j) T (3.87)

nom nom =1m3=
1

Since X nom(0) = 0 and Um(k) = U for all k, it follows that:

Xnom(k) = U k T (3.88)

The nominal output signal observations are:

Mnom(k) = X nom(k) = U k T (3.89)

The measured output signal observations are:

MM(k) X(k) = X(0) + U k T (3.90)

Comparison of Mm(k) with Mnom(k) reveals the required information concerning the initial condition X(0)
as (see fig. 4):

m(k) Mm(k) - Mnom(k) = X(t) - Xnom (t)

= X(0) + U k T - U k T = X(0) (3.91)

In this very simple deterministic example, a single measurement of the system input U and the system output
M(k) should be noticed to suffice for determination of the initial condition X(0), once k is specified.
Evidently the system state X(k) can now be computed for all k, according to:

X(k) = X(0) + U k T (3.92)

or in more general terms, by integration of the system input signal.

Summarizing in this example the flight path reconstruction problem has been reduced to straightforward
calculation of the initial state followed by integration of the system input signal. Essential to flight
path reconstruction from on-board measurements is the notion of nominal quantities and the fact that
comparison of nominal output signal observations with actual measurements of the output signal reveals
most relevant information concerning the parameters to be estimated.

3.2.3. Example 2: Estimation of the initial state from measurements corrupted with random errors

The problem discussed in the previous subsection is now complicated by the assumption that the output
signal measurements Mm(k) for k = 1, 2, ..., n, are corrupted with random errors q(k) (see fig. 5). Now
it is no longer possible to determine X(0) from a single pair of measurements Um(k) and M.(k). To obtain
the information required for estimation of X(0), the application of statistical methods is unavoidable.
Referring to Eqs. (3.80) through (3.85) it is assumed again that:

A 0
9= !
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C=1

U = constant (3.93)

X(tO) = X(O)

Um(k) = U

Mm(k) = M(k) - q(k)

The output signal observations are supposed to be corrupted with random errors -q(k), which are considered
as an uncorrelated Gaussian sequence with:

E[q(k)] = 0 (3.94)

E[q(k) q(j)] = Q 
6
k,j (3.95)

For state trajectory reconstruction now again the task is set first of all to estimate X(0) from the
available measurements Um(k) and Mm(k) for k = 0, 1, 2, ..., n, using the input signal measurements.
Again nominal observations Mnom(k) can be computed (see fig. 6):

k
Mnom (k) = X nom(k) = Xnom(0) + E Um (j) T = U k T (3.96)

j=1

The output signal observations Mm(k) are related to the initial state X(0) according to:

Mm(k) = Xfk) - q(k) = X(0) + U k T - q(k) (3.97)

Subtraction of the nominal output signal observations Mnom(k), derived from the input signal measurements
Um(k), from the actual output signal measurements Ma(k), yields:

m(k) = Mm(k) - Mnom(k) = X(O) - q(k) (3.98)

See Eqs. (3.96) and (3.97).
As the random errors -q(k) are supposed to be Zero-mean, see Eq. (3.94), and to have a Gaussian, hence
symmetric distribution it seems reasonable to estimate the initial state X(O) by averaging the deviations

m(k).
Hence:

symmetric di tiu 
in ~ 

(3.99)aonb 

e t s im t h n talsa 
eX b v rg n tedv 

a in

ni(0ln) E m(k) (3.99)

n k=1

This estimation algorithm is the most simple "linear" estimation algorithm, since X(01n) is calculated
linearly combining the available measurements.
With reference to the fact that X(On) is, according to the preceding algorithm, derived at once from a
batch of n observations m(k), for k = 1, 2, ..., n, this algorithm may be referred to as a batch algorithm.
Alternatively, a recursive algorithm may be derived from the same averaging principle underlying the
preceding batch algorithm.
It is now assumed that an estimate of X(0) is to be derived from n+l measurements. From the batch algorithm
given above, it follows that:

(n+1) R(On+1) - n i(On) = m(n+1) (3.100)

Hence:

X(Oin+l) = n x(On) + 1 m(n + 1)
n + n + 1

I - + 1 m(n + 1) (3.101)

Defining the confidence factor:

K(n + 1) ( (3.102)
n +1

Combination of Eqs. (3.101) and (3.102) yields:
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i(On+l) - (I - K(n + 1)) i(On) + K(n + 1) m(n + 1) (3.103)

or:

X(On+1) = X(0n) + K(n + 1) [m(n + 1) - i(Oin)] (3.104)

As the last two equations will return frequently in the subsequent text, it is highly relevant to discuss
these equations in more detail.
The factors (I - K(n + 1)) and K(n + 1) occurring in Eq. (3.103) may be considered as confidence factors

or weighting factors. This expression may therefore be understood to describe a weighted combination of the

preceding estimate X(On) and the following observation perturbation correction m(n + 1). If n is very
small, the estimate X(OIn+l) may be seen to rely more on the new measurement m(n + 1) than on the preceding

estimate X(on). For large n however, X(0jn+1) is almost entirely determined by X(01n). In the limit for

n - - the contribution to X(On+l), governed by m(n + 1), may be seen to vanish.
Equation (3.104) shows that the recursive algorithm may be considered as a kind of prediction-correction
scheme. When m(n + 1) is recorded, the best available estimate of X(0) is i(On).
Hence i(Oln) can be considered as the best prediction of m(n + 1) at tn+, obtained by processing all
measurements up to and including m(n), recorded at tn . The deviation between mWi + 1) and X(Ojn) is then

used to correct i(Oln). Obviously the relevant information contained in m(n + 1) is corrupted with the

measurement error -q(n + 1).

From Eqs. (3.103) and (3.104) recursive expressions may be derived for the propagation in time of the error
in the estimate of the initial state.
Let:

e(OIn+1) X(0) - i(On+l) 
(3.105)

Equation (3.105) may then be rewritten as:

X(0) - X(On+1) = X(0) - (I - K(n + )) i(0ln) - K(n + 1) m(n + 1) (3.106)

= (1 - K(n + 1)) X(0) - (1 - K(n + 1)) i(0mn) + K(n + 1) q(n + 1) (3.107)

Hence:

e(n + 1) = (1 - K(n + 1)) e(n) + K(n + 1) q(n + 1) (3.108)

A measure for the dispersion or scatter in the estimates X(OIn+l1), for all n, is given by the variance
E[e 2 (n + 1)]. As the estimation error e(n) and the observation error -q(n + 1) may be assumed uncorrelated,
the following equation may be derived from Eq. (3.108), when defining:

P(On+1) = E[e 2(01n+1)] = (I - K(n + 1))2 P(On) + K 2(n + 1) Q (3.109)

Studying the weighted combination of i(Oln) and m(n + 1), see Eq. (3.103), computed to obtain the estimate
X(On+l), the question arises what relation should exist between the best or optimal K(n + 1) at one hand
and P(on) and Q at the other, to minimize P(Ojn+1). This relation may easily be derived satisfying the
following condition:

9P(O0n+1) = 2 (1 - K(n + 1)) P(0!n) + 2K(n + 1) Q = 0 (3.110)
aK(n+1)

From this condition it follows that P(On+1) is minimal, for given P(On) and Q if:

K0(n + 1) = P(On) (3.111)
K ( + ) =P(0 n) + Q

Substitution of this expression for the confidence factor K(n + 1) in the expression for P(O0n+l), see Eq.
(3.109), yields the following recursive relation for the variance in the estimation error:

P(~n1)-P(O n) Q 0(312P(0n+l) = -P(nn)+ (1 - K (n + 1)) P(On) (3.112)

A reclirsive algorithm for K 0(n + 1), for the optimal confidence factor given K0(0), can also be derived
according to:
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0 P(O n) 1
K°n + 1) - (O n) + Q I + Q/P(OIn)

1 + P(On-l)ZI 1 + 1/K
0 ln)=,

P(Oln-1)

0.0(n) (3.113)

K 0(n) + 1

In contrast to the batch algorithm discussed, the application of recursive algorithms demands for a priori
specification of the initial estimate 9(010),the variance P(010) of the errors in the initial estimate as
well as the variance Q of the measurement errors -q(k).

The question may now arise, as to what extent more accurate results can be achieved, estimating the initial

condition X(0) by means of the optimal recursive estimation scheme as compared to the results obtained, when
applying the batch algorithm.

After processing n + I observations m(k); k = 1, 2, ..., n+1, the error in the estimate i(On+1) may be
derived as follows:

n+1 n+1
X(OIn+l) - X(0) = - m(k) - X(0) = q(k) (3.114)

n+1k=l n k-

see Eq. (3.109).

The variance of the error in the estimate X(On+l) may thus be derived as (see fig. 7):

r 1 n+1 2
P(01n+l) = E n-+1 k q(k) = (-- Q (3.115)

R k=1

When applying the batch estimation scheme no a priori information concerning X(0) is required. This
situation is reflected, when specifying:

P(010) = - (3.116)

The following results are obtained in this case:

lim K 0(1) lim P(0L0) (3.117)
P(0j0) *® P(010) -- P(010) + Q

and:

lim P(011) = lim P((.) Q1

P(010) - P(010) - P(010) + Q -

Recursively applying the relation between P(OIk) and P(Ok-1), for k = 2, 3, . n+1, it can easily be
verified that in this case:

P(Oln+l) = Q (3.119)

Hence, when setting P(010) = -, the optimal recur ive estimation scheme should be observed to yield
exactly the same estimation results as obtained when applying the batch estimation algorithm, snch for
any magnitude of the observation error variance Q. Although different magnitudes of P(010) may affect
the error variance P(On) it follows from recursive application of Eqs. (3.112) and (3.113) that these
effects vanish for n .

As the task was set to estimate the system state X(k) after processing a sufficiently large number of
measurements, to obtain an estimate of the initial state X(0) with adequate accuracy, the estimate X(k)
remains to be computed according to:

k
x(kln+l) =R(0Jn+l) + E Um(k) T - X(0ln+l) + U k T (3.120)

1-2

The accuracy of X(k) may thus be seen to depend in his case only on the accuracy of the initial state
estimate R(On+1):

P(kln) - E[(X(k) - X(kln)) 
2
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- z[x(O) - i(On))
2
]

- P(Ojn)

Summarizing it should be noticed that the preceding example has been used to introduce statistical
estimation concepts applying simple averaging of observation differences m(k), for k - 1, 2, ..., n,
between the actual output signal observations Mm(k) and the calculated observations Mnom(k).
In addition the concepts of recursive and 

batch estimation have been exhibited.

3.2.4. Example 3: Estimation of initial state and correction for bias errors

The third example problem differs from the second only in that a constant bias error is supposed to
offset the measurements Um of the output signal U, such in order to facilitate the introduction of the
concept of an augmented vector (see fig. 8). It should be noticed however, that the bias error can be
introduced conserving model linearity.
Hence:

UM  U- (3.121)

Reconstruction of the time history of the system state X(k) now requires estimation of the initial state
X(O) as well as estimation of a correction for the bias error -X.
Again, the required information is obtained, comparing nominal observations Mnom(k), calculated from the
measured input signals Um(k) with the actual output signal observations Mm(k).
As in the previous example problems (see fig. 9):

M om(k) = Xnom(k) = XnOm(0) + U k T = (U - A) k T (3.122)

whereas:

M (k) = X(k) - q(k) - X(0) + U k T - q(k) (3.123)

,From Eqs. (3.122) and (3.123) it follows that:

m(k) = Mm(k) - mnom (k) = X(0) + A k T - q(k) (3.124)

As components of an augmented parameter vector Y(0) the parameters X(0) and A can now be estimated,
processing a batch of say n observation differences m(k), k = 1, 2, . n, with the aid of a statistical
estimation algorithm, often referred to as regression analysis.
Let:

Y(O) = col Ix(o), X) (3.125)

and:

r(k) = row (1, k T] (3.126)

Equation (3.124) may then be reformulated writing:

m(k) = r(k) Y(0) - q(k) (3.127)

According to regression analysis, the optimal estimate i(0jn) minimizing the quadratic cost function:

n (m(k) - r(k) i(O))2 Q- (3.128)

is then obtained according to (see appendix B):

k- k-i

The covariance matrix P(On) of the error in the batch estimate Y(On) can be derived from Eq. (3.129),
using:
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_(Oin) = Y(01 - _(0n)

Y0) n k) Q- - n Tk

= Y(0) - ( rT(k) Q- r(k) Z rTk) (k)
k-I k=1

=Y(O) -(Z Qik) 1 r(k) T (k) (r)Yb
k= 1

klr(k) Q-1 r(k), r Q-1 q(k) (3.130)

k= I k=1

NOW:

P(0In) = E [e(0n) e
T (

Oin)] (3.131)

rn r1)- 
-  

n n n- -
E r T Q1 ErTr(k)) 1 rT(k) Q q(k) ) q(j) r(j) E r(k) Q r(k)

k=1 k=1 j=1 k-i

Recalling the fact that q(k) is sequentially uncorrelated, now:

/nI
P(Oln) E r T(k) Q- r(k)) (3. 132)

Substituting in Eq. (3.129) yields:

n

Y(Oln) = P(On) E r T(k) Q m(k) (3.133)
k=1

The recursive regression algorithm, corresponding with the batch algorithm discuL ed in this example, now
follows from Eq. (3.129) and comparison of Y(On) with Y(On+1) see also Eq. (3.100):

,n+l -I / n--

(rT
l
k) Q- r(k)) Y(On+l) - rT ( k ) Q- r(k)J Y(Oln) =

- rT(n + 1) Q mln + 1) (3.134)

This expression may be rearranged using Eq. (3.132):

P(Ojn+1)
- I 

Y(Oln+1) - (P(Oln+1)
-
' - rT(n + 1) Q-1 r(n + 1)) i(oln) =

T -
=r(n + 1) Q m(n + I) (3.135)

Now rewriting this equation:

i(Oln+1) = Y(Oln) + P(On+l) 'T(n + 1) Q-1Im(n + 1) - r(n + I) i(Oln)]

= Y(Oln) + K(n + 1) [m(n + 1) - r(n + 1) Y(OIn)] (3.136)

or:

Y(On+l) = (I - K(n + 1) r(n + 1)) Y(on) + K(n + I) m(n + 1) (3.137)

where:

K(n + 1) _ P(Ojn+l) rT (n + I) Q-1 (3.138)

Using the expressions for P(ln) and K(n + 1) a recursive propagation equation can be derived for the
covariance matrix P(Oln+I) of the errorse(On+1) in the estimate Y(0n+1):

P(Ojn+1) - P(Oln) = -P(Oln+l) {P(Oln+l) -I
- P(Oln)

- }
P(Oln)
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-n+l T n T -

--P(Ojn+1) Z_) r T(k) Q-
1 

r(k) -E rTkQ rk) P(Ofn)
k=1 k=1

= -P(Oln+1) r (n + 1) Q-1 r(n + 1) P(Ofn)

= -K(n + 1) r(n + 1) P(Ojn) (3.139)

So,

P(OJn+1) = (I - K(n + 1) r(n + 1)) P(on) (3.140)

After estimation of X(0) and A, the time history of the system state may then be computed according to:

x(kjn) = i(01n) + (U. + i(On))k T (3.141)

Summarizing it should be noticed that this example has been presented to illustrate the introduction of a
so-called augmented parameter vector used to facilitate simultaneous estimation of all parameters of
interest. In addition it has been shown how to estimate corrections for constant bias errors in the
measurements to be processed and how to apply these corrections. The augmented parameter vector approach
is permitted since model linearity was conserved, when introducing the bias error -X.

3.2.5. Example 4: State estimation

This example is presented to introduce the notion of recursive estimation of the system state X(k) as a
function of time, such in contrast to estimation of only the initial state X(0), see Refs. 34, 35.
To set the stage the measurements Um(k) are assumed to be corrupted with random errors w(k) (see fig. 10):

A
Um(k) = U - w(k) (3.142)

The random errors -w(k) for k = 0, 1, 2, . are considered as a zero-mean, sequentially uncorrelated,
Gaussian random sequence:

Ejw(k)) = 0 for all k (3.143)

with variance:

E[w(k) w(j)] = W 
6 
k,j (3.144)

Calculation of system state estimates X(k) by estimation of the initial state X(0), followed by integration
of the measured input signal Um(k) does not yield the most accurate results, since integration of U.m(k)
for k = 0, 1, ..., obviously implies integration of the measurement errors w(k). In fact a method should
be devised to attenuate the effects of the errors -w(k) and -q(k) on the estimates X(k). To this end Kalman
and Bucy developed in the early 1960's recursive algorithms which can be used to derive an estimate
X(klk) from all measurements up to and including those recorded at time tk. Application of these recursive
algorithms to the estimation problem in this example results in attenuation of the errors -q(k) in the out-
put signal measurements Mm(k) and in estimation of the effects of the errors -w(k) in the measurements Um(k)
on the estimates of the system state x(k). Estimation of the latter effects enables adequate correction.
Again most relevant information is squeezed out of the deviations m(k) between the output signal measure-
ments Mm(k) and the nominal or computed output signal measurements Mnom(k). The nominal output signal
measurements are computed according to:

mnom(k) = Xnom(k) = Xnom (k - 1) + Um(k) T (3.145)

The actual system state evolves according to:

X(k) = X(k - 1) + U T (3.146)

The actual output signal measurements are again given by:

Mm(k) X(k) - q(k) (3.147)
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From these equations it follows that:

m(k) - M Is(k) - M no(k)

- X(Ic) -X (kc) - q(k)nom

= X(k - 1) - X (k - 1) + w(k - 1) T - q(k) (3.148)
nom

Recursive substitution of the relations:

X(i) = X(i - I) + U T (3.149)

and:

X (i) =X i - 1) + Um(i - 1)T (3.150)
noms nom m

In the expression derived for m(k), see Eq. (3.148), yields:

k
m(k) = X(0) - X nom(0) + E w(i - 1) T - q(k) (3.151)

i=1
k

= X(0) + Z w(i - 1) T - q(k) (3.152)
i=1

From the assumptions that -w(k) and -q(k) are zero-mean, sequentially uncorrelated, Gaussian, random error
sequences it follows that the sum of these random errors, occurring in the preceding expression, may also
be considered as a zero-mean random error process E(k).
As Xnom(O) is assumed equal to zero, the preceding expression may be rewritten as:

m(k) = X(0) + e(k) (3.153)

The variance of C(k) however increases with increasing k, since:

2 2 k 2 2 + 2(k) =E [C(k)] = Z E [w (i - 1)] T + E [q (k)]
i=1

-k W T2 +Q (3.154)

Application of regression analysis algorithms to the problem of estimating X(0) from a batch of measure-
ment differences m(1), m(2), ..., m(n), under this condition, requires introduction of a weighting factor
oE2(k) in the cost-function given in subsection 3.2.4., Eq. (3.128), such that:

n (m(k) - r(k) X(0))
2

= E(2 (3.155)n k=1 a£ (k)

Instead of further developing the batch estimation algorithms minimizing the cost-function Jn, with the
subsequent disadvantages inherent to merely estimating X(0 discussed before in this example, now the
discrete time version of the Kalman-Bucy filter will be introduced.
It will be shown that an optimal estimate of X(k) can be obtained applying a recursive estimation
algorithm which is designed to take account of both the input signal and output signal noise statistics.

To initiate the recursive estimation process it is assumed that an estimate X(-1Ik-1) of the system state
X(k-1) is derived from all measurements up to and including those recorded at tk_1.

The task is set to derive the optimal estimate i(klk) from the measurements Um(k) and Mm(k). First of all
the most accurate prediction of X(k), i.e. X(klk-1) is computed according to:

i(kjk-1) - (k-1I1k-1) + Um(k) T (3.156)

The error e(kik-1) in the prediction i(klk-1) satisfies:

e(kk-1) = X(k) - i(klk-1)

- x(k-l) + U T - x(k-11k-1) - U T + w(k-1) T (3.157)
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= e(k-lik-1) + w(k-1) T

The variance of the error in the prediction x(klk-1) hence equals:

P(klk-1) = E [e 2(klk-l)]

= P(k-llk-1) + T W (3. 158)

For estimation of X(k) the discrete time Kalman filter algorithm,showing great similarity with the
recursive algorithm delineated in subsection 3.2.3. (example 2),will be applied:

X(klk) = i(klk-I) + K(k) [m(k) - X(klk-1)0 (3.159)

Or equivalently:

X(klk) = (I - K(k)) X(klk-1) + K(k) m(k) (3.160)

These expressions may be considered as the discrete time version of a linear signal filter. The confidence
factor K(k), also referred to as the filter gain, is still to be derived. The optimal filter gain should
be derived so as to minimize the variance of the error in the estimate i(kfk).
Applying Eq. (3.159) it may easily be derived that the error in the optimal estimate X(klk) satisfies:

etklk) = X(k) - X(kjk) - (1 - K(k)) e(klk-1) + K(k) q(k) (3.161)

Hence:

P(klk) = (1 - K(k))
2 

P(klk-1) + K 2(k) Q (3.162)

If K 0(k) is the optimal gain, then P(k~k) should be minimal if:

(k/Kk) = 
0 (3.163)

kaK(k) jK (k)

which yields:

K 0kW = P(kik-1) (3.164)
Kk)=p(klk_1)+Q

0
A remarkable similarity between this expression for K (k) and the corresponding expression for the confi-
dence factor in example 2 should be observed. Therefore it should not surprise that the similarity also
holds for the error propagation equation obtained when substituting the expression for the optimal filter
gain K

0
(k) in Eq. (3.162), which yields:

P(kik-1)+p
0
O(kjk) = Pkk-) +Q (3.165)

Suarizing,example 4 has been presented to show that flight path reconstruction from on board measurements
in the presence of input signal errors-w(t) andrandom errors in theoutput signalobservations -q(t) cannot be
achieved simply by estimation of the initial state with recursive or batch regression analysis procedures
followed by integration of Um(t). Instead the Kalman filter algorithm was introduced to directly obtain and
estimate X(klk) from all measurements Um(i - 1) and Mm(i) for i = 1, 2, ..., k.

3.3. Flight path reconstruction algorithms

3.3.0. Introduction

A survey of the algorithms used for estimation of flight path variables and corrections for instrumental
bias errors from measurements of system input and output signals will be presented in this section.
Depending on the characteristics of the flight path reconstruction problem facing the flight test engineer,
he may choose from these algorithms the one that suits him best. The selection may be affected not only
by the characteristics of the underlying dynamic system model, the flight test instrumentation system to
be used, or the type of manoeuvers to be reconstructed.
Moreover, economic factors such as the computing time required, the computer capacity available, available
standard software, available skill and experience may have to be taken into account, when selecting the
algorithm to be applied.
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Presenting the reconstruction algorithms in the subsequent subsections, no simplifications will be

introduced. The algorithms will be based on the model formulations developed in Section 3.1.

3.3.1. Weighted least squares and least squares estimation

If the accelerometers used to measure the specific aerodynamic forces AXB, AyB and AZB and the rate
gyroscopes used to measure the angular rates PB, qB and rB of the aircraft are of sufficiently high accuracy

it may be acceptable to neglect the measurement errors -w(k) in the measurements U (k) of the vector valued
input signal U(k). The observations m(k), see Eq. (3.50), are in that case linearly related to the initial
state perturbation corrections X(0) according to Eq. (3.63):

m(k) = C(k) f(k, 0) y(0) - a(k) (3.166)

Definition of:

R(k) C(k) f(k, 0) (3.167)

and substitution in Eq. (3.167) yields:

m(k) = R(k) y(0) - a(k) (3.168)

This linear relation closely resembles Eq. (3.127) presented in Subsection (3.24).

If:

E [_(k) !T(j)] = Q(k) 6k,j (3.169)

then the estimate minimizing the quadratic cost function:

k T -1
J= (m(i) - R(i) Y(0)) Q (i) (m(i) - R(i) y(0)) (3.170)

i=1I

follows from the weighted linear regression alqorithm:

X(Ok) = E RT(i) Q-l(i) R(i) Z RT(i) Q-m -(i) (3.171)
i= i=1

If:

Q(i) = for all i (3.172)

i.e. if:

Q = constant (3.173)

then the weighted linear regression algorithm, see Eq. (3.171), reduces to the simpler linear regression
algorithm:

j(o0k) = ) R(i -R(i) E RT(i) Q (mi (3.174)
i-1 i=1

If:

Q(i) = Q (3.175)
q

the preceding expression may again be simplified to yield:

(k 
)-Ik

XCClk) E ( RT(i) R(i)) E RT(i) m~i) (3. 176)
i. i=I

The reconstructed time histories of the flight path quantities of interest then follow from:

LA|



Y(kjk) = (omk) + *)(k, 0) 1(0Ik) (3.177)

or from recalculation of the nominal state vector trajectory Ypom(k) posterior to correction of the
nominal initial state according to:

(Olk) nom (0) + i(0lk) (3.178)

This process may be repeated until no significant deviations between two consecutive estimates of the
initial state are observed. The covariance matrix P(0Ik) of the errors in the estimate y(Ok) and hence-
forth in the estimate i(0!k) may be computed according to:

k r -1 -l
P(Ok) = i(E= RT(i) R(i) (3.179)

Alternatively (01k) may also be obtained applying a recursive estimation scheme, as follows:

yOlk) = £(Ok-1) + K(k) [m(k) - R(k) x(Ok-1)] (3.180)

The confidence or gain matrix is given by:

K(k) - P(Ok) RT(k) Qi (3.181)

The optimal error covariance matrix follows from:

P(01k) = (I - K(k) R(k)) P(0(k-1) (3.182)

3.3.2. The Kalman Filter Algorithm

If the input signal w(k-1) is not to be neglected, computation of a correction Y(kjk) for the corresponding
state perturbation -y(k), by estimation of a correction y(01k) for the initial state perturbation -y(O),
followed by integration of the linearized state equation, see Eq. (3.55), derived in Section 3.1., is not
possible, since the random input signal w(k-1) is unknown as a function of time.

Only the statistical distribution function of the ra'c6rm sequence w(k-1) is given in terms of the first
and second order moment of a Gaussian distribution, see Section 3.1. and 3.2. A similar remark holds for
the observation noise _(k). In addition both random error sequences are considered sequentially uncorrelated.
If estimation of the correction for the initial state perturbatiun -y(O), followed by integration of the
linearized state equation Eq. (3.55), cannot be accomplished, the question arises how to arrive at accurate
estimates j(klk) of the state perturbation corrections required for correction of the corresponding nominal
state vector quantities Ynom(k). In other words and more technically speaking, the flight test engineer
faces the problem to find a method which enables him to correct the nominal state ,ector quantities Ynom(k),
computed by straight forward integration of the equations of motion (using the measured inputs Um(k) =

Uom(k)) for the effects of the random errors -w(k) in these measurements. Therefore a method should be
devised to estimate corrections for the contribution -y(k) to Ynom(k), resulting from integration of the
random measurement errors -w(k). Again information concerning the deviations of Ynom(k) from the actual
system state Y(k) is revealed by the observation perturbations m(k) obtained when comparing the actual
system outputs measured Mm(k) with the computed or nominal system outputs Mnom(k).
As shown in Section 3.1., see Eq. (3.56), these observation perturbation corrections are linearly related
to the linearized system state perturbationy(k) which in turn results from the initial state perturbation
vector Y(0) and the linear system response on the random input w(i), for i = 1, 2, ..., k-1.
To state the problem more precisely an algorithm should be found enabling estimation of the linear state
perturbation correction vector y(k) from measurements m(), m(2), ..., m(n).

If n < k the estimation process is referred to as "statistical prediction".
If n = k the process is referred to as "filtering" and if n > k it is called "smoothing".
First of all the filtering process will be delineated.

Let the linearized system dynamics related to the propagation of the corrections for the state perturbations
be given by the following equations:

y(k) = D(k, k-1) y(k-1) + r(k, k-1) w(k-1) (3.183)

m(k) = C(k) y(k) - 1(k) (3.184)

The Kalman filter algorithm is then represented by the following set of recursive equations (time update):

y(klk-1) = 0(k, k-1) j(k-11k-l) (3.185)
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P(klk-1) = ¢(k, k-1) P(k-llk-1) cT(k, k-i) +

+ r(k, k-i) w rT (k, k-i) (3.186)

The gain matrix is given by (measurement update):

K(k) = P(klk-1) CT () [C(k) P(klk-1) CT k) + QI (3.187)

It should be remarked here that the covariance matrices of the random errors -w(k-1) and -q(k) may be
time dependent. In that case W and Q in the previous expressions are replaced respectively by the time
dependent covariance matrices W(k-1) and Q(k).
The ptimal estimate of the correction y(k) for the state perturbation is then obtained from:

y(klk) (klk-1) + K(k) [(k) - C(k) j(klk-1)f (3.188)

The corresponding covariance matrix of the errors in X(klk) is computed according to:

P(klk) = (I - K(k) C(k)) P(klk-1) (3.189)

Finally actual estimates of the system state y(k) are obtained from:

i(kfk) = nom(k) + i(kjk) (3.190)

For actual application of the Kalman filter to flight path reconstruction from on board measurements a so
called extended form of the Kalman filter is applied. The extended Kalman filter differs from the original
filter in that the nominal state vector trajectory Ynom(k), is not computed entirely before mechanizing
the Kalman filter algorithm.
Instead, for k = 1, 2, ..., the nominal state vector quantity Ynom(k) is computed by integration of the
nonlinear state equation, see Eq. (3.40), using the previous optimal estimate Y(k-llk-) as initial
condition.
Hence:

Y (k) = Y~kjk-1)
--nom -

Y (k-llk-1) + f f(Y(i), U (lk-i)) dT (3.191)

t

k-i

The observation perturbation correction is in this case computed according to:

m(k) = %(k) - h(!(klk-1)) (3.192)

The optimal estimate now follows from:

i(klk) = i(klk-l) + K(k) m(k) (3.193)

since X(klk-1) = 0.
If:

1>k (3.194)

then the estimate i(111) relies on more observations than Y(klk).
To compensate for this effect the so called fixed interval smoothing algorithms may be applied.
Although in this text attention will be devoted only to fixed interval smoothing it should be remarked here
that there exist three types of smoothing algorithms. There is fixed-point smoothing, yielding an estimate
i(klj), for:

k constant (3.195)

and

J k (3.196)
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The estimate Y(klk+n) for fixed n results from fixed lag smoothing. The term "fixed-interval smoothing"
refers to the algorithm yielding Y(k(n) where n is a fixed integer and k = 0, 1, 2 ... , n.
The initial condition of the extended fixed interval smoothing algorithm is Y(nin) generated by the Kalman
filter.
Working backward in time, this procedure corrects the estimate Y(klk) obtained from the Kalman filter
algorithm according to:

i'(kln) = i(kjk) + IC (k) [i(k+11n) - i(k+lJk)] (3.197)

k n-1, n-2,...,0.

The gain matrix of the smoothing algorithm is given by:

Ks(k) = P(kfk) 4T(k+ilk) P-I(k+IIk) (3.198)

The covariance matrix of the errors in Y(kln) is given by:

P(kJn) = P(klk) + Ks(k) (P(k+lln) - P(k+llk)) KsT(k) (3.199)

Instead of the conventional Kalman approach to discrete filtering, an square-root information filter
may be applied. Although algebraically equivalent to the conventional approach, the square-root filters
have improved numerical characteristics. The resulting algorithms have been compiled and elucidated in
Ref. 31 and 32.

3.3.3. The Maximum Likelihood algorithm

Another method applicable to the flight path reconstruction problem is the so called Maximum Likelihood
algorithm. If the system and observation models are linear, the Maximum Likelihood estimation theory
results in an algorithm identical to the weighted least square algorithm discussed in subsection 3.3.1.
The Maximum Likelihood method however differs from the estimation procedures discussed sofar in that the
models of the dynamic system and the output signal observations may be nonlinear. Furthermore the
Maximum Likelihood algozithm when applied to a nonlinear estimation problem is to be implemented as an
iterative batch processing algorithm. This implies that an estimate of the parameters of interest,
obtained after processing a certain batch of measurements, may be improved by repeated application of the
same algorithm to the same batch of measurements, using the previous estimate as a reference condition.

The following assumptions underly the application of the Maximum Likelihood theory:
- The system and observation models are assumed highly accurate.
- The input signal noise, i.e. -w(k) in the measurements U (k) is assumed negligibly small.

- The observation noise -j(k) is represented by the models for the output signal observations; the noise
is assumed zero mean and Gaussian, but the variance Q(k) is assumed unknown, though it is usually
assumed to be constant thus Q(k) - Q.

Application of the Maximum Likelihood algorithm to flight path reconstruction fromon board measurements
is directed again towards extraction of an estimate i(01n) from the corrections m(k) for the observation
perturbations:

m(k) = m m(k) - m nom(k) k = 1, 2 ... , n (3.200)

In addition to estimation of the initial state for flight path reconstruction followed by integration of
the equations of motions the Maximum Likelihood algorithm can be used to estimate the variance Q of the
observation noise -q(k).

Each iteration cycle of the Maximum Likelihood procedure comprises the following steps:
1. An estimate of the initial state Y(0) is extracted manually or by any other means from th flight

test data or else obtained as a result of the previous procedure iteration cycle.

2. An estimate of the covariance matrix Q is either extracted from instrument calibration data or else
obtained as a result of the previous procedure iteration cycle. In practice the initial estimate Q
is set equal to the identity matrix I.

3. Using the available estimate of the initial state Y(0) as an initial condition the dynamic system state
equations:

--nom = f(Y nom(t) Ur(t)) (3.201)

are numerically integrated to obtain a nominal state vector trajectory Y om(k), k = 1, 2, . n.
Nominal observations M (k) are then derived from Y

nomp k

Mno (k) = hMY nm(kC), U m(k)) (3.202)
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4. The nominal output signals 14nom(k) are then compared with the measured output signals M 4(k) to obtain

the corrections m(k), see Eq. (3.200).

5. To obtain the required estimates of Y(0) and the covariance matrix Q, an attempt is made to find the
values Y(Ok) and Q maximizing the magnitude of the conditional probability density function:

p(m(1), m(2) .... m(n) IY(0), Q) (3.203)

To obtain a maximum of the condition probability density function given, it is required to formulate the
sensitivity of m(k), k = 1, 2, ..., n, to variations in Y(Ok). Since om(k) is the only contribution to
m(k) depending on Ynom(

0
), it is required to formulate the sensitivity of Mnom(k) for the variations in

Ynom(
0

).
Using Eq. (3.202) the following sensitivity relations are found:

-mmoY(0) t)
nom (Y-nom(0) + Y(0),U, t) -nom (Y nom(0), U m, t) + (a"Y(0) y y(0)

-mom -om

M-nom(Ynom(O) + Y(O), Urn, t) - nom(Y--or (0), U, t) =

= 3h Y(O

-nom, -om -nom -omaY

= C(t) y(0)
_ Y ,U'

-mom -Ibm

A
- C(t) S(t) y(0) (3.204)

The elements of the matrix product C(t) S(t) are referred to as the sensitivity coefficients. The elements
of the matrix S(t) can be found formulating and solving a differential propagation equation for S(t) with
respect to time. This differential equation may be derived as follows:

da d /__d_(S(t)) = ki~ xY0a-t : t W Y Y-nom'U 'o DY Y o U .o

_ Y ,U Y ,UU

-om -nom -mom -mom

= _f(Y, U, t) Y .
-mom'-mom

(3f(Y, 
U, t) ay

= ~ y Y(0))nom,--nom

S - y. t) mS(t) (3.205)

-mom -morl

This may be written as:

S(t) = A(t) S(t) (3.206)

in which A(t) is identical to the matrix of derivatives as defined in (3.49) and (3.52).

The required solution S(t) and henceforth the sensitivity coefficients, elements of C(t) S(t) can be computed
solving this propagation equation. It should be realized that the initial condition:

S(i) U ( (3.207)

-o 1m

The estimation procedure is now initialized, specifying an initial estimate Ynom(O) and Q.
The likelihood function of the measurements is defined as:

L(Y nom(0), Q) A p(m(), m(2) ... , m(n)IY nom(0), Q) (3.208)

From (3.200) and (3.204) it follows that m(k) depends only on Y m(0) and on q(k). Because q(k) is an in-
dependent proces, (3.208) may be written as a product of conditnal densities according to:

-I



n
L(Y (0), Q) 71 piT ~ l 0)-nom p -n(k)IY(om), Q) =

k=1

1n T -1/ exp - E mn(k) Q m(k)) (3.209)

(2n/ k= 1 ---

because q(k) is gaussian.

To obtain the required Maximum Likelihood estimates of Y(O) and Q, L(Y o9(0), Q) should be maximized.
Maximizing L(Yjom(0), Q)) is equivalent to maximizing in (L(Yom(O), QL:

n
In (L(Y om(0), Q)) = - ) mo(k) Q r(k) - - in jQJ + C (3.210)-noln

k= 1

According to ref. 5, maximization of L(Ynom(0), Q)) with respect to Ynom(O) and Q is replaced by
maximization of L(Yom(O) + y(0), Q) with respect to y(0) and Q.
With y(0), an improved estimate of m(k), denoted by mj(k) follows directly from (3.200) and (3.205):

21(k) = (k) - n (Y (0) + y(0) k) (3.211)-- anr -nom~
0  

+ '(,k

= m(k) - C(k) S(k) y(0)

Substitution of m (k) in Eq. (3.210) yields:

n

In L(Ynom(0) + y(0), Q) = - Im(k) - C(k) S(k) y(0 ))T Qi
k=1

[m(k) - C(k) S(k) y(O)]T _ in 2! + c (3.212)

To obtain the estimates j(0In) and Q the following equations are set equal to zero:

a In L(Y nom(0) + (0), Q)0( -om= 0 (3.213)

Y(0) ,

and:

a in L(Y nom(0) + y(0), Q)
3Q 0 (3.214)De -y(o) ,

Using Eq. (3.212) the following results are obtained:

n n

xj(Ojn) = T_ IS(k) CT(k) Q1 C(k) S(k)j} {~[()Sk 1~k3 325Q : I k[ =
= m(k) - C(k) S(k) y(0) m(k) - C(k) S(k) y(0) (3.216)

n k_ 1

The estimated correction j(Ojn) is used to obtain the Maximum Likelihood estimate:

Y(Oln) = Y (0) + ((01n) (3.217)
_ -an Y(!n

Now the performance index Jn is computed:

Jn = IQI

If the difference between two consequtive magnitudes of Jn is greater than a prespecified magnitude C, the
estimate Y(Oln) is used to initiate the next iteration cycle.

The covariance matrix P(Oln) of the errors in the estimate i(Oln) is defined as:

P(On) -4 {[i(On)- E(i(0In))] [i(0In) - E(Y(On))T} (3.218)



The following remarks can be made concerning various 
properties of the Maximum Likelihood estimation

results:
1. Under certain general conditions, Maximum Likelihood estimates are consistent and asymptotically

efficient. This implies that the accuracy of i(Oln) will approach the maximally accuracy achievable
if the number of measurements increases:

P(On) = F-  
(3.219)

i n

The matrix F is a lower bound of the covariance matrix P(On) and is called the Cram~r-Rao lowerbound. The matrix F denotes the so-called Fisher information matrix defined as:

F A E 3 In L(Y (0) + ())) 9) ln L(Y nom(0) + y(0), Q) T

3Y(O) 3O), (0)220

F (oS k)c (k)°) k)o),k

An approximation to this information matrix can be calculated according to:

F S s(k) CT(k) Q C(k) S(k) (3.221)

k=l

This matrix also appears in Eq. (3.216). Usually the information matrix is calculated by substituting
the best estimates of Q and S(k), for all k, in Eq. (3.221) after the iteration scheme for Y(0ln) has
converged.

2. In practice P(Ojn) is usually approximated by setting:

P(Oln) = F
-  

(3.222)

even if n << -. With P(Oln) it is simple to approximate the covariance matrix of Y(kln), indicated by
P(kln) according to:

P(kjn) = S(k) P(On) ST(k) (3.223)

3. In cases where the information matrix, as defined in Eq. (3.221), is ill-conditioned numerical diffi-
culties may arise in the matrix inversion, required for computation of P(On). If the information
matrix F is singular, one or more components of Y(0) can not be estimated from the available measure-
ments and subsequent elimination is then demanded. If the matrix F is ill-conditioned but still inver-
table, then the iterative estimation scheme may diverge. This difficulty may be circumvented by
resorting to alternative optimization algorithms or by modifying the information matrix, eliminating
the smallesteigenvalues and corresponding eigenvectors. Numerical details of Maximum Likelihood estimates
have been discussed in Ref. 16.

4. The iteration scheme presented above is in the literature also refered to as the quasi-linearization
mpthod or modified Newton-Raphson. In the literature on aircraft dynamic response analysis, the
algorithm is frequently applied to the problem of estimating the stability derivatives and initial
conditions of the linearized equations of motion. From the discussion above it follows that the
algorithm may equally well be applied to the flight path reconstruction problem,refs. 17, 21.

5. In case where the processnoise can not be neglected it is still possible to derive an expression for the
likelihood function and the corresponding Maximum Likelihood estimates. However, the resulting optimi-
zation problem becomes very difficult to solve. Analytical and numerical details are discussed in Ref. 33.

Summarizing, various estimation procedures, applicable to the flight path reconstruction problem, have been
shown.
Comparing Eqs. (3.171), (3.174) and (3.215), a considerable similarity should be observed between the
corresponding expressions used for computation of the required estimates. In fact all expressions given
can be considered as weighted least squares estimates with different weighting matrices. Except for the
Kalman filter - Kalman smoothing method, all flight path reconstruction procedures presented are based on
the assumption that the system input noise, i.e. the random errors in the inertial measurements are
negligibly small. This assumption obviously only holds if accelerometers and rate gyroscopes of high
quality are used for measurement of the specific aerodynamic forces and angular rotation rates.

4. AERODYNAMIC MODEL IDENTIFICATION

4.0. Introduction

The mathematical model for the aircraft's aerodynamics includes a set of polynomials, relating aerodynamic
forces and moments acting upon the aircraft to its state variables and control inputs. Aerodynamic model
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identification is the processof searching for the structure of these polynomials and of extracting
numerical values for the aerodynamic derivatives, appearing as parameters in these polynomials, from
recorded time histories of the control inputs and the resulting aircraft responses.

The identification process is based on the assumption that the dimensionless coefficients CxB, CYB, CZB,
ClB. Cmtand CN are relatively simple functions of the time histories of such quantities as the angle
of attack 0, the angle of sideslip a, the angular rates PB' qB and rB and the control surface deflections

6a, Se and 
6
r- Obviously, when formulating the aerodynamic model relations, the aerodynamic forces and

moments should be specified relative to any suitable frame of reference such as the body frame FB or the
air trajectory reference frame Fw .

Modelling the aircraft's aerodynamics is most significant to prediction of its behaviour in terms of
responses to control inputs as well as in terms of aircraft performance, stability and control character-
istics. The complexity of an aerodynamic model depends on the class and type of aircraft under conside-r-
ation, on the section of its flight envelope and response frequency ranges to be covered. In fact ne
model complexity is somewhat arbitrary, as the model structure depends not only on these aspects but
also on the accuracy required and the purpose of the model. In the literature several aerodynamic model
equations have been formulated and motivated. A systematic introduction to aerodynamic models is given in

Ref. 1. Alternatives for the mathematical description of aerodynamic models are discussed in Ref. 24.

Given the time histories of all the model variables mentioned above model complexity is in practice limited
by the identifiability of the model parameters. Here, with identifiability is meant whether or not and
to what extent numerical values for the model parameters can be extracted from the available flight test
data.

When setting out for aerodynamic model identification it should be realized that first of all pre-
specified model structures are to be validated and secondly, the magnitudes of the parameters occuring in
the model structure are to be estimated. The estimation results obtained in terms of the parameter estimates
and the estimation error covariance matrices, model fit, residual statistics and correlation coefficients
may be exploited for evaluation of a given set of prespecified model structures.

Different approaches towards model identification from test data are possible:

1. A rather simple model structure can be specified, followed by parameter estimation from a subset of the
available flight test data belonging to a rather limited part of the aircraft's flight envelope.
Subsequently, by processing several test data subsets, variations in the resulting parameter estimates
guide the flight tast engineer in specifying different or more complex model structures representing
larger subsets of aircraft response data. Cues for model extensions for improved model fit may be
deduced from a careful analysis of the residuals of a particular model and flight test data subset.

2. Alternatively, a fairly general and therefore rather complex model structure may be defined at the
outset. When trying to estimate the parameters of such a model from the available test data, the
flight test engineer may find several parameter or linear parameter combinations to be unidentifiable.
This implies that one or more of the parameters cannot be estimated from the available flight test data.
The model has to be simplified by elimination of the parameters involved.

In this Section some aspects of aerodynamic model identification are discussed in more detail. In Section
5.1. it is shown that the aerodynamic model parameter estimation problem can be formulated as a linear
parameter estimation problem when use is made of the results of the flight path reconstruction. Some
general principles of linear least squares estimation are introduced. The notions of identifiability and
bias due to model simplifications are discussed and some aspects of residual analysis are presented.
Numerical techniques are discussed in Section 5.2. It is shown that loss of numerical accuracy while
calculating the well known xTx matrix can be circumvented. The principles of Hansholder transformations are
introduced.

4.1. Regression analysis

4.1.0. Introduction

Regression analysis may be applied to estimate parameters of the class of mathematical models which are
linear with respect to the parameters to be estimated. The structure of those models is given by:

y = a0 x0 + alx I + ... + arxr (4.1)

Aerodynamic models usually have an identical structure. As an example may serve the aerodynamic model of
the lift coefficient of a high subsonic aircraft as presented in Ref. 19:

CL = CL0 + CI a + CLM 014 + CLaM2 (4.2)

In (4.1), xO, x1 , "'- xr are the independent variables. The parameters a0, , ..., ar are estimated from
n sets of values of the independent variables and the dependent variable y. Clearly, the estimation of the
aerodynamic derivatives CL0 , CL , CL M and CL0M2 in (4.2) constitutes an identical problem. In general,
aerodynamic model identification is preceded by the reconstruction of the aircraft's flight path as
described in the previous Section. As a result of flight path reconstruction, accurate time histories of the
angle of attack a and airspeed V are calculated. Obviously, also time histories of am and 01M2 may then be
obtained while the lift coefficient CL would follow from:
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C = M (AxB sin u - Az cos a) - sin(a + i p) (4.3)
Pv2S  B AB V2PS

where the last term in (4.3) accounts for the effect of engine gross thrust. Thus at n discrete instants
of time, n sets of values of the dependent and independent variables in (4.2) may be deduced from the
accelerometer measurements AXB and AzB and the results of the flight path reconstruction. In (4.3), AxB
and AZB will have been corrected for the estimated zero shifts X, and Xz, Eq. (3.

Mathematical models structurally identical to the model of Eq. (4.1) may be developed for CXB, CZB, CYB,
CIB, CmB and CnB. One other example is presented in Section 6.
The remaining part of this Section is devoted to basic principles, practical aspects and numerical
techniques of regression analysis.

4.1.1. Basic principles

In regression analysis the following problem is posed. Estimate the parameters a0 , aI, ..., ar of the
linear model:

y(i) = a0 x0 (i) + a, xl(i) + ... + ar x (1) + E(i) (4.4)rr

when N sets of values are given of the independent variables x0 (i), x1 (i), . xr(i) and the dependent
variables y(i), while Ci) is unknown.
In Eq. (4.4) Ei) results from model or measurement errors. E(i) is usually assumed to be adequately
represented by an independent random sequence with:

E{E(i)1 0

Ef(i) E(j)} = 02

i=1,..n

Eq. (4.4) can bewritten morecompactlyby defining the row vector x(i) = [x0 (i), x1 (i), , Xr(i)] and the
column vector [a0 , al, ..., ar]:

y(i) = x(i) a + Ci)

i = ... , n (4.5)

In regression analysis it will be convenient to manipulate with all n equations (4.5) simultaneously. To
achieve this the n dimensional column vectors Y and E are defined as y = col [y(0), y(l), . y(n)] and
£ = col [(lI), c(2), ..., E(n)]. Furthermore the n x r matrix X is defined as:

x(1)

x(2)

X
=

x(n)

after which Eq. (4.5) can be written as:

- X a + c (4.6)

When a is an estimate of the parameter vector a the residual e(i) is defined as e(i) = y(i) - x(i) a.
Defining the n dimensional vector e in the usual way bye col (e(1), e(2), ..., e(n)] the sum of the
squares of the residuals can be written as:

T (= - X A)T (Y - X i) (4.7)

The least squares estimate of a is obtained by minimizing Eq. (4.7) with respect to a. A necessary
condition for a to minimize Eq. (4.7) is:

aeT

0 (4.8) .a
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Substitution of Eq. (4.7) in Eq. (4.8) leads directly to the so-called normal equations:

T X T

[x x] = x (4.9)

When the matrix [x Tx is positive definite (i.e. its inverse exists) the least squares estimate of a

follows from:

T -1 T
a = [x x T X (4.10)

Besides the numerical value an important characteristic of the least squares estimate constitutes the

accuracy of a which is expressed by:

An = a - E(a) (4.11)

E(a) can be calculated by substituting Eq. (4.6) into Eq. (4.10) which then yields:

E(i) E {[xTx]
-I 

xTx a + [xTx]
1
l xT 4 = a (4.12)

because E(E) = 0 and X is deterministic. This means that a is a so-called unbiased estimate of a.

The covariance matrix of the estimate errors Aa may now be written as:

V(a) = E Aa AT} = E[i- H))] [a- ]~fT}

- E {[; - a] [a - T} (4.13)

Substitution of Eq. (4.10) then results in:

V(a) = a2 [xTx]
-
1 (4.14)

From Eq. (4.14) the matrix of simple estimation error correlation coefficients may be obtained from:

V..

In many applications a
2 

is not precisely known. This will be the case in particular when t(i) must be
attributed to model errors rather than measurement errors of y(i).

Then F2 may be estimated by:

2 = 1 e Te (4.15)
n - r -

which can be calculated posterior to the calculation of a.
The goodness of fit of the mathematical model to the measurements is expressed by the so-called total
correlation coefficient Rt defined as:

eTef:R - Y 0 R t  1

In case of perfect fit e Te = 0 and thus Rt = 1. When the model Eq. (4.6) is completely invalid the parameter

estimate will be identical zero:

a = 0

because of:

X
T  

0

Then it follows that e I and Rt reaches its minimum value of zero.
Eqs. (4.10), (4.14) and (4.15) are well known results in regression analysis.
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4.1.2. Model simplifications and identifiability

In flight testing problems, when accurate instrumentation systems are exploited measurement errors

can be relatively small. It is therefore important to further evaluate the effect of modelling errors on
the accuracy and the numerical value of the least square estimate a.

Assume the actual model to be:

Y = a + x 2 S2 +(4.16)

in which a, and a2 are r and s dimensional vectors of parameters.

A least squares estimate of a1 is made by using a simplified model:

y= X1 a1  (4.17)

Minimization of elTel- with 1 =y - XI a1 leads via the necessary conditions to the set of normal equations:

[x1Tx1] &--I = X T I (4.18)

and the estimate of a1 :

a1  [xTX1 ] -
1 Xl

T  (4.19)

TY

when [x TX1] is positive definite.

From:

E(al) = [xITX1 1 lT E(y) = [xT1-1 xI TXI 1  + X2 S2] =

T 1
=a I + [x x11 .[x X2] S2 (4.20)

follows that now a1 will in general be a biased estimate of !.
The estimate variance of the residuals may now be obtained from:

2 T
n - r - 1 e1  1  

(4.21)

In practical applications a major problem is the selection of the "optimum" number of parameters in the
mathematical model In general a trade-off must be made between reduced estimation accuracies after an
additional paramete- is added and a better fit of the model to the measuremeits. This may be clarified
as follows.

The matrix X2 can always be written as:

X2 ' XIC + AX2 (4.22)

in which C denotes a constant r x s matrix. It follows from Eq. (4.22) that each column of the matrix X2 may
be composed out of a linear combination of the columns of the matrix X1 and one column of the matrix AX2 .
The geometrical interpretation of this composition becomes clear when interpreting every column of X2 as
a vector in n-dimensional Euclidean space. This vector can be decomposed into two components perpendicular
to and in the r-dimensional subspace of the columns of X1 .

1. When AX2 is very small, i.e. the columns of X2 depend linearly on the columns of X1 , the estimate of the
parameter a__ using the simplified model will be biased according to:

E(al) = aI + Ca2 (4.23)

When attempting however to eliminate this bias by adding the parameters 12 to the model it can be shown
that:

1) 1i- 0 , the variance of the residuals has not been decreased,
b) parameter estimation errors tend to infinity due to singularity of the matrix xTx, one or more simple

correlation coefficients in the estimation error correlation matrix will approach 1.
2. In case all elements of C are identical zero (X2 = AX2 ), the estimate of the parameter ! using the

simplified model will be unbiased because of:
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When adding now the parameters S2 to the model it follows that:
a) a, decreases to 82
b) parameter estimation errors of a, will remain unchanged.

It may be deduced that in case 1 extra parameters should not, while in case 2 extra parameters may be added
to the model.

The notion of identifiability is now introduced. A parameter vector a is called identifiable when the
rank of the corresponding xTx matrix is equal to the dimension of a. This means that the matrix XTX can in
principle be inverted and thus all elements of a be estimated. In many instances the rank of xTx is equal
to the dimension of a but the matrix xTx is ill-conditioned. In practice, the condition of the matrix XTX
is degraded even further due to the effect of finite word length in digital computing. In Subsection 4.2.
it is shown that a least squares estimate of a can be calculated without actually calculating the matrix
xTx of the normal equations.

When the matrix xTx is nonsingular and can be inverted, all diagonal elements of the variance matrix of
the parameter estimation errors remain finite. In case of an ill conditioned matrix xTx (indicating an
over-parameterization for the given data set) some or all diagonal elements of the variance matrix will
be large and some or all non-diagonal elements of the corresponding matrix of simple correlation coefficients
will be very close to + or - unity.

4.1.3. Residual analysis

More often than not an aerodynamic model structure is adapted to the available measurements in the sense
that non-identifiable parameters or parameter sets will be eliminated and on the other hand, an effort
will be made to increase the fit of the model. Improving the fit of the model implies a reduction of eTe,
the sum of the squares of the residuals.

From the previous subsection it follows that when an additional variable is added to the existing model,
this variable may be decomposed into two orthogonal components as follows:

12= xl XC+ -2

The matrix X2 defined in the preceding subsection reduces here to a vector H2 because the effect of adding
one single variable is studied in this subsection. The matrix C reduces correspondingly to a r dimensional
row vector.

In many cases the aerodynamic model is extended to include additional terms because of the fit of the model
is unsatisfactory. This means that the variance of the residuals is large compared to what might be expected
on the basis of the accuracy of the instrumentation system. Terms which are added to the model are usually
based on physical considerations. For example, an extra term Cmo2 a2 might be added because windtunnel
experiments clearly exhibit a nonlinear C, versus a relation.

As has been argumented in the preceding subsection only the orthogonal component An may contribute to a
reduction of the residuals. When therefore an additional variable n is added to the model it may as well
be replaced by its orthogonal component Ax2.

The vector C can be calculated from K2 and X1 by interpreting n2 as the measurements of the dependent
variable and X1 the matrix of independent variables of a regression model. Then it follows directly that:

C = [xITx 1
- 1 x1 T ?E2 (4.25)

The orthogonal component of 2 then follows directly according to:

q2= !2 - ' £ = 12 - x1[xIT X
] - 

X 1 1 2  (4.26)

It is easily proved that A is orthogonal to XI:

XIT A2!2 _ XIT L2 - XITX 1EXITX 1
- X1T = x1T 12 - X1T 2= 0

The new matrix of independent variables is partitioned according to:

x -Ix 1  b2!2-

and the corresponding parameter vector cdn be written as:
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a= col [aIT, a,]

The least squares estimate of a is:

T XF XTa= [x~x-lxT

F T X IT .x 1-[X Ti

- AT (4.27)

ATx x I Ax
[-2 1 -_2 _2J [-2

Because AS2 is orthogonal to the column space of X, it follows that:

am 0 Lx2 ' 2 '-2

[XX A]
-l X T  [

(4.28)

(Ax2TAx2 ) AX 2T j

Thus a1 is independent of _" An attractive property which follows from the orthogonality of A-2 is that

can also be calculated from the residuals e corresponding to the original model.

When e is interpreted as the measurements of the dependent variable and 4K2 the vector of independentvariables the regression model becomes:

e= Ax2 aN + e 2  (4.29)

The least squares estimate can then be written as:

_M T -1 T
a = (12

T 
Ax2

)  
Ax2T

Because of e = y - X, a_ and the orthogonality of Ax to the column space of X, the resulting estimate is
identical to the result obtained when P' is determined simultaneously to al.

This leads to a stepwise regression procedure in which the model fit is sequentially improved by regressing
additional orthogonal variables to the residuals of the previous model.

4.2. Advanced numerical methods for the solution of the normal equations

4.2.0. Introduction

In those cases where the matrix xTx of the normal equations, Eq. (4.9) is ill-conditioned, its condition
will usually even further degrade when actually computing its numerical value due to the finite word
length in digital computing.
In the following subsections it is shown that the original problem of finding the least squares (LS) or
minimum length solution of:

X a + E = (4.30)

in which X denotes a n x r matrix and y a n dimensional column vector, can be transformed into the problem
of solving the following set of linear equations:

Xr a r r (4.31)

in which Xr denotes a n x r matrix and r a n dimensional vector. Because the matrix Xr is constructed to
be upper triangular, the solution of a does not require inversion of the matrix Xr. The last element of a
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is calculated frcm:

rxr ar= y (4.32)

in which r denotes the r,r th element of X
r 
and ar , yr the r th elements of a and ar Subsequently, by

substituting ar = Yrr/xrr in:

r r r (4.33)
r-l,r-1 r-1 + xr-1,r r= Yr-1

the element art1 can be calculated in the second step.
Continuing in this way, all elements of a can be calculated in r steps. In the following subsections the

subject is the transformation of the matrix X into the matrix X
r .

In 4.2.1. the invariance of the least squares solution a of Eq. (4.39) underorthogonal transformations is
discussed. Householder transformations are defined in 4.2.2. Recursive estimation via Givens rotations is
mentioned in 4.2.3. Finally the implementation of a priori knowledge is the subject of 4.2.4.

In the following Eq. (4.30) is written as:

X a y (4.34)

A detailed discussion on the numerical aspects of the least squares problem can be found in Ref. 25.

4.2.1. Orthogonal transformation

A well known theorem in numerical analysis states that for every n x r matrix X, there exists an n x n
orthogonal*

) 
matrix Q such that Q X = R is an upper triangular n x r matrix. If rank (X) = K = r i5 n then

all diagonal elements of R are non zero. If rank (X) = K < r <. n then some diagonal elements will be zero.

A property of orthogonal matrices is that they preserve Euclidean length i.e. I IQ YjI = Ilyll for every y.
Thus for every orthogonal matrix Q and every vector a one has:

IIQ(X a- y)JI = IIQ X a- Q yll = I1x a - ll (4.34)

Now let a, be the minimum length solution of X a = y and let a2 be the minimum length solution of
Q X a P Q y. Both solutions are unique. Now one has:

[IQ X 12 -Q Y1 ilix 22 - 1Il

Ii2 X(-&2 + 6-2- Q IIQ X i2 - Q II for all 6a2 (4.35)

I X( _2 + 6i2
) 
- y11 - II i2 - Y11 for all -2

Consequently ;' is also a minimum length solution of X a y and thus a=
This leads to the following conclusion.
If a least squares (LS) problem X a = y has to be solved one may multiply this system with an orthogonal
matrix. The LS solution for the transformed system is the same as for the original system.
In the two following subsections commonly used orthogonal transformations are discussed.

4.2.2. Householder transformations

In this subsection it is shown that the n x r matrix X can be transformed into an upper triangular n x r
matrix Xr via r successive orthogonal transformations according to:

Xr . Pr xr-1 . pr Pr-1 xr-
2 

-

Pr QrI . X (4.36)

The orthogonal n x n matrix X is constructed as follows.

Consider an n x I vector v (not the zero vector). Define a vector u = v + C iIvH e1, where
- 2 uu T

e, = col [1, 0, ... 0], 0 = +1 if v! > 0 and a 
= 
-1 if v, < 0. For the matrix Q I - -- one has:

u u

A square matrix Q is orthogonal if Q Q I.
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T 
u u

T 
u

T -

= I

and:

Tu u
T 

v

Qv= v 2 --- = v- u= -oF Ii 1  (4.38)

U U

Q is the well-known Householder transformation matrix, that zeroes all elements of a vector except for
the first. If this transformation is applied to a matrix [X " Y] from a system X a A y then only the first

element of the first column of the matrix Q [x : y] will not'be equal to zero.
Because Q is designed to zero the elements of the first column of X, a superscript 1 is added, to Q Q
The Householder matrix Qi transforms the matrix X into x

x 1 = Q x (4.39)

In the second step the elements of the second column of the matrix X' have to be zeroed except for the
first two elements. To accomplish this,a (n-1) x (n-1) dimensional Householder matrix Q2 can be designed
for the lower n-i elements of the second column of X . The matrix P2 defined as:

P= 0 2] (4.40)

leaves consequently the first row and column of X' unchanged. The first two columns of X
2 

= P
2 

X1 = P
2 
Q
1 

X
have become upper triangular. Proceeding in this way results in an upper triangular matrix Xr in r steps.
Simultaneously the vector y has been transformed into er according to:

Zr = pr r-1 = pr pr-1I r-2 = pr pr-1 . p2 (4.41)

The result is a set of r equations for the elements of a which can easily be solved as discussed in 4.2.0.
resulting in the LS solution of Eq. (4.30).

4.2.3. Givens rotations

Orthogonal matrices with the following structure:

1i . 0 1
G 0 c (4.42)

9 I-C

are called Givens rotations. These matrices are employed to zero one particular element of a general matrix.

In the preceding section it was shown that a sequence of Householder transformations transforms the matrix
[X y] into upper triangular form according to:

r r rx x lr Y

[Xr r 1 (4.43)

0 ".
r

Xrr Yr y

Yr+1

When this matrix is adjoined by a new row representing an additional measurement or an a fortiori relation
between the parameters, a matrix of the following general structure results:
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r r r
x xXll Xr Yl

r r

. . . .~ • r(4.44)

x
r  r

- rr Yr
r

Yr+1

0..0 b1 b 1+1 b r+1

One way to bring this matrix again into upper triangular form is via a new sequence of Householder trans-
formations. A more direct and less time consuming way however is via a sequence of r+1 Givens rotations.
When premultiplying the matrix of Eq. (4.44) by G, only the elements Xlr, X,+1' .... y and the elements
b, bl+, . br+I are changed. In particular, the element bl becomes s Xll - c b1 . By choosing:

r1I  xll
s = -c 1 (4.45)

2+ 2 2 2
[xr +b 1r +b

this element vanishes. Repeated application of this concept restores the upper triangular structure of the
original matrix of Eq. (4.43). Since Givens rotation are orthogonal matrices, the LS solution of the
transformed system is still identical to the LS solution of the original system.

4.2.4. Use of a priori/a foitiori information on the aerodynamic model

Householder transformations may be applied to transform the original X a s y system into upper triangular
form.
If the upper triangular matrix has non-zero diagonal elements the solution is straightforward and gives
the aerodynamic model parameters. However, if some diagonal elements are zero, the system cannot be zolved.
Theoretically, the minimal leng.h solution in the solution space can be sought via additional after-
multiplication with Householder matrices. Details of this technique can be found in Ref. 25. Another,
more practical, approach is to accept these zeroes as a result of one or more unidentifiable parameters.
A solution from the solution space (not the one with minimum length) can now be chosen by setting the
unidentifiable parameter to any value. A realistic approach however is to use a fortiori information on
the aerodynamic model. Any relation between parameters can be added as an equation and via Givens rotations
be incorporated in the upper triangular matrix. This proces should eliminate all zeroes on the diagonal
without increasing the sum of squared residuals significantly. In practical diagonal elements may become
approximately zero. Now an error 6X has to be specified to recognize small values on the diagonal as zero.

4.2.5. Batch versus sequential processing

In a practical application the actual matrix X may become quite large. Typical values for n and r are 4000
and 10 for example. In such cases it may be impossible 'z, have the whole matrix X or even two columns in
core storage at one time and consequently standard Houzeholder transformations cannot be applied.

In Ref. 25 a detailed description is given of a sequential form of the Householder transformation technique.
This tecnniques partitions the orginal matrix [X : y] into blocks of appropriate lengLh and the same width
as the original matrix [X y]. The length is chosen in such a way that two blocks can be kept in core
storage simultaneously.

After upper triangolarization of the first two blocks a new block is loaded in the place of the second and
the process goes on until the last block is processed.

This technique opens the way to two important features:
(I) It can be performed real time.
(ii) If intermediate upper triangular systems are solved an insight can be obtained into the identifiability

of the aerodynamic model as a function of the number of processed data blocks.

PART II

5. TECHNICAL ASPECTS AND RESULTS OF FLIGHT PATH RECONSTRUCTION

5.0. Introduction

This section emphasizes technical aspects of flight test instrumentation and computational aspects of data
analysis with emphasis on flight path reconstruction. Experimental results are shown and discussed.

5.1. Flight test instrumentation and data analysis

5.1.0. Introduction

A brief description of the flight test instrumentation system used and a survey of the entire data analysis
procedure will be presented in this subsection.
The reader interested in more detailed descriptions of the instrumentation systems used for various flight

L
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test programs is refered to other publications (see refs. 27, 28).

Procedures developed for accurate calibration of the sen ors to be used are described in ref. 7.

5.1.1. The flight test instrumentation system

Various flight test programs have been carried through for validation of the nunsteady flight test
technique. Aircraft flight tested wer- the De Havilland DIIC-2 Beaver aircraft owned and operated by the
Delft University of Technology, a Hunter Mk VII of the National Aerospace Laboratory and the Fokker
owned F-28 test aircraft. For these flight test programs including tests in steady as well as in non-
steady flight, instrumentation systems were developed by the Department of Aerospace Engineering of
the Delft University of Technology as well as by the National Aarospace Laboratory. Fig. 11 shows a
general lay-out of these systems.

The instrumentation system used for the 1978 flight test program directed towards measuring performance,
stability and control characteristics of the laboratory aircraft of the Delft University in symmetric as
well as in asymmetric flight, will be considered as an example system. The system is capable of measuring
and recording 38 variables at a sample rate of 10 samples per second each. To be more specific, the
variables to be measured are sequentially scanned by means of a 38 channel scanner at a scanning rate of
10 cycles per second. As in the instrumentation system under concern 24 variables are measured, some
variables such as for instance the inertial quantities and the control surface deflections, were sampled
at a double sample frequency (20 samples/s) by connecting the corresponding outputs to two multiplexer
switches.

In the data logging part of the system an information from 20 channels is recorded on magnetic tape.
The tape recorder used for data recording is a simple NAGRA audio tape recorder with modified circuitry.
As only a two track system is used, information ef each channel is to be recorded in serial form. The
amount of information per sample to be stored equals 25 bits. Hence the total amount of the information
to be recorded per second equals 10.000 bits. The output voltages of the transducers are conditioned to
range from 0 to 10.000 mV dc.

The transducer signals are each filtered by an active filter network. The filter outputs are sequentially
scanned, then sampled by a sample and hold unit. The hold unit output is digitized by an analog to digital
converter. The 16 bits of information presented in parallel by the analog to digital converter are
transformed into 16 bits of serial information by a parallel series converter.
Nine bits of information generated in the parallel series converter are added to this information. These
9 bits are used to identify operational modes of the system as well as to separate the information of
consecutive channels. One channel is used to record administrative data generated in the parallel series
converter. The instrumentation system has been designed to operate in one of three modes. The first mode
(balance mode) permits the registration of tne mV offsets of the filter amplifiers. The second mode (zero
output mode) provides the possibility for recording the zero outputs of the differential pressure trans-

icers in the instrumentation system. In this mode both sizes of each differential pressure transducer
,re interconnected. The third mode (manoeuvre mode) is directed towards taking actual in-flight measure-
ments.

A small and simple control panel provides a mode selection facility as well as a digital read-out for
single channel monitoring and checking purposes.

Filtering the transducer output signals before recording in the system is essential for the application of
digital measuring techniques to in-flight measurements. The frequency spectrum of the transducer output
signals can be separated into two parts. The frequencies related to the pilot induced aircraft motions
usuaily ranging from zero t, 6 rad/s and the frequencies higher than those related to the aircraft motions.
The latter frequencies are considered as noise, originating from engine induced structural vibration,
transducer noise and electromagnetic interference of other on-board systems.

In the instrumentation system under consideration each transducer output voltage is sampled at a finite
sampling rate. It follows from Shannon's sampling theorem that the frequency contents of the signal above
a certain frequency must be suppressed. In the instrumentation system all signals of the transducers are
filtered by identical fourth order filters. Each filter consists of two identical second order filters
connected in series.
The second order filters contain a chopper stabilized operational amplifier and a network of high quality
capacitor's and resisters. The cut-off frequency of these second order filters equals 19 rad/s. The damping
ratio of 0.691 is chosen so as to obtain a constant gain and almost linear phase characteristic in the
region of tne low frequency part of the signal spectrum. It is assumed that this filter characteristic
results in a constant time chift of the filter output relative to the corresponding filter input, equal
for all filtered signals. The static error introduced by the filters is smaller than 1 mV which equals
0.01% of the maximum filter output voltage range. Deviations of the actual phase characteristics from the
ideal li.eat characteristics may cause errors in the order of several mV's in the dynamic parts of the
manoeuvres. Good zero stability of the electronic filters is highly important to accurate signal processing.
Tests made in the laboratory reveal the zero shifts of the filters in a temperature range from -250 up to
250 and over periods of several hours to be less than 1 mV.

The scanner is operated hv a crystal controlled clock. The clock is built into the paralll-series
converter unit and operates at 40 kHz. The scanner contains 38 analog switches and is considered to
introduce no significant errears in the signals.

The analog to digital converter is a modified digital volt meter (EAI series 6000). The ADC inputs range from
0 to 10.000 mV. The resolution equals 1 mV, the static accuracy of the digital volt meter equals 0.01%
+ 1 digit, ".02% full scale. The output is specified in 16 bits BCD for the parallel-series converter. A
decimal coded output is available for the display panel. The conversion time of tihe ADC equals 1 ms. The
highest frequencies in the transducer output qignals related to aircraft motion are in the order of 6 rad/s.
Her e signal variations occurring during ADC conversion time may be in the order of 30 mV. This demonstrates
the need for a sample and hold unIL at the ADC irnut side.
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The sample and hold circuit switches sequentially from the sampling mode to the hold mode. The uncertainty
in the switching time instant, the aperture uncertainty, is typically in the order of 100 nano seconds.
The decay of the sample and hold circuit is about 1 mV/s. The DC offset in bold equals about 0.2 m. It
follows from these data that the sample and hold unit does not significantly contribute to the error n the
signals measured by the instrumentation system. The maximum sample rate achievable with the instrumentation
system is limited by the conversion time of the analog to digital converter and the acquisition time of
the sample and hold unit.

A comprehensive list of variables measured and transducers employed in the instrumentation system, measure-
ment ranges and accuracies as deduced from calibration data is presented in Table 1.
A discussion of the calibration technique employed is given in Ref. 7. It followed from the calibrations
that the random errors in the outputs of the accelerometers and the pitch rate gyroscopes are smaller than
0.01% full scale, i.e. in the order of I my.
The inertial transducer measurement errors, i.e. the measurement errors of the accelerometers and rate
gyro's are typically in the order of 0.01% of full scale. These errors are composed out of a random error
and a constant bias error. The bias error changes from one calibration to the next. In actual flight test
conditions, these bias errors are of course unknown but they may be estimated simultareously with the
flight path reconstruction as described in the previous chapter. The inertial transcucers can thus be
corrected fos bias errors.
The accuracy of the absolute and relative pressure transducers is in the order of 0.01% to 0.05% of full
scale. These transducers serve for the measurement of air density, true airspeed and altitude variations
with respect to a nominal altitude. To fully exploit the inherent capabilities of carefully selected
modern pressure transducers in actual flight test conditions extreme care is taken to eliminate or reduce
the effect of accelerations and temperature variations on the transducer outputs. The tr, nsducers are
placed in a temperature controlled box. Before and after every !light test manoeuvre the zero outputs of
the relative pressure transducers are measured in the instrumentation system. Changes in zero outputs can
thus be corrected for aposteriori in the data analysis process. At the nominal altitude the static pressure
is sampled by means of thermoflask. To reduce the effects of warming up or cooling of due to compression
or expansion of the air while the flask is not closed the heat capacity of the inside of the flask is
increased to as high a level as possible. Linear film-type potentiometers were used for the measurement
of rudder, aileron, elevator and flap angle deflections. The resulting accuracies are in the order of
0.05% to 0.1%. Different types of flow angle transducers are used. The angle of attack vane is based on
a film type potentiometer, the side slip angle vane on a synchro transducer. Accuracies are in the
order of 0. 6. A detailed description of the instrumentation system is given in refs. 27 and 28.

The transducer outputs are sequentially scanned and measured by the instrumentation system. Hence, all
measurements are made at different instances in time. Further analysis, however, requires the values of
the measured quantities pertaining to one measuring cycle to be specified at one particular instance of
time characterizing that cycle. Hence, a shift in time of n-i out of the n voltages recorded is required.
The output voltage of the AXB accelerometer is taken as the time reference variable. The other subsequent
transducer voltage recordings are shifted backwards or forwards in time using numerical interpolation
procedures. Transducer output voltage measurements are delayed by the electronic filters discussed earlier.
Since all filters are constructed so as to have identical time constants these time delays need no further
interpolations.

5.1.2. Data analysis

The digital magnetic tape produced in flight by means of the flight test instrumentation system is
transcribed in IBM compatible format and stored on nine track tape in order to achieve compatibility
with the digital computer system to be used for further data analysis. Simultaneously, quick-look time
histories of the sensor output voltages are produced.
The digitized voltages are subsequently converted to the corresponding physical quantities. Information
required for this conversion process includes:
- transducer calibration data, specified in terms of nonlinear polynomials,
- the aircraft's c.g. position, to correct for effects of aircraft body angular rates and angular
accelerations on the outputs of the accelerometers,

- dynamic response data of the air pressure tubes of the barometric sensor system, to correct for the
time requered by small pressure fluctuations to travel through these tubes to the transducers,

- the zero shifts of the differential pressure transducers measured shortly prior and posterior to each
manoeuvre by short circuiting both sides of these differential pressure transducers,

- amount of fuel carried as a function of time, computed by linear interpolation of fuel contents measure-
ments, taken manually before and after each flight test manoeuvre,

- the aircraft weight, mass and moments of inertia as a function of time.

Finally in this step of the data reduction procedure elementary calculations are carried through
resulting in such variables as airspeed, Mach number, total and static outside air temperature, air density
and altitude variations.

Table 2 provides a survey of the magnitudes recorded as resulting from the first step of
the data reduction procedure. It is remarked that his procedure step also includes calculation
of the gravitational acceleration as a function of latitude and altitude, such because of the
fact that variations of the gravitational acceleration with geographical position and altitude should not
be neglected for accurate flight path reconstruction, which is the goal set for the next, i.e. the second
step of the data reduction procedure.

The algorithms applied to reconstruct the aircraft's flight path and all pertaining descriptive variables
from the data shown in Table 2 have been discussed in the preceding sections.
In the following subsections some technical aspects of flight path reconstruction and some results obtained
will be discussed. After flightpath reconstruction, the aerodynamic model is identified. This xs the
subject of Chapter 6. Several performance characteristics and stability and control characteristics ire
derived. Examples are: drag polar, excess thrust and rate of climb versus airsreed curves, stick displace-
ment per "g" and stability derivatives, see Refs. 4 and 1(.
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5.2. Initial condition computation

5.2.0. Introduction

This subsection is devoted to the presentation of the procedure followed by calculation of:

1) the nominal initial state Yom(
0
) as required for nominal flight path computation, i.e. for integration

of Eq. (3.45,),
2) the initial error covariance matrix P(010) as required for the solution of Eq. (3.186) and (3.109), of

the Kalman Filtering and Smoothing "igorithms are applied to the solution of the flight path reconstruc-

tion problem.
After estimation of Y(0), the nominal flight path Ynom(t) can be computed starting from:

Y (0) = Y(0) (5.1)

The initial perturbation correction, i.e. the correction for the deviation of Y (0) from Y(0), is defined-nom
as:

Y(o) Y(0) - Ynom(0) 5.2)

See Eq. (3.47).
Obviously, y(O) is unknown. Consequently, the estimated initial state vector of the Kalman F4iter, see Eq.

(3.185), is taken as:

j(00) 0 (5.3)

The error made is reflected in statistical terms by the elements of the initial error covariance matrix

P(010) defined as:

P(00) E {[_(o0o) - Y(0)1 [j(0oo) - (o))} (5.4)

It should be noticed that accurate estimation of the nominal initial state is required to minimize
linearization errors in the linear system matrices A(t) and B(t) occuring in Eq. (3.52).
While performing test flights, each manoeuvre is preceded by an interval of approximately 10 seconds of steady
rectilinear flight with wings leveland constant angle of yaw.
Several components of the nominal initial state vector Ynom(

0
) can be estimated from measurements recorded

during this time interval.
Two algorithms for estimation of these components, one simple and straightforward the other more complex
and requiring iterative computations are described in the following subsections.

5.2.1. Simple algorithm for the calculation of the nominal initial state vector

To obtain the flight path reconstruction results to be presented in Subsection 5.3., no effort was made as
yet to estimate the horizontal position coordinates xE and YE" These components are therefore dropped from
the augmented system state vector Y as defined by Eq. (3.39).
The augmented system state then reduces to:

Y(t) = col [x(t), A] =

= col [VxB, VyB, VZB, p, e, w, ZE, X, A y, Az' A p , (5.5)

Obviously, the nominal initial state vector Ynom(0) can be written as:

Y (0) col X o(0), A nom(o)]-'noma -nom -o

col Vx Bnom(0), V yBnom(0), Vz Bnom(0), nom(0), enom(o),

Wnom(0), ZEnom(0), 
7
xnom (0), Xynom(0), 

7
Xno (0),

(Pnom(0), Aqnom(0), rnom (0)] (5.6)

In (5.5), A does not vary with time since the bias errors are assumed to be constant.
Since no apriori knowledge is available concerning the components of ljom(0) these components are set equal
to zero. The remaining elements of Ynom(

0
) are derived from the equations of motion taking account of

the condition of steady rectilinear flight.
From the steady flight condition assumed it follows that:
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VB = VyB = VB = PB 
= 
qB 

= 
rB 

= 
0 (5.7)

neglecting the effects of the curvature and rotation of the earth, the pitch angle Onom(0) and roll angle
gpnom(

0
), may be expressed as a function of ABnom , AyBnom, AzBnom:

AXBnom
0 (0) = -arctg -non (5.8)nom AZno

AyBnom

nom (0) =arctg --Bo 1  (5.9)(Pnom~o) AzBno m

These expressions follow directly from Eqs. (3.13), (3.14) and (3.15). Reasonable estimates are obtained
by substitution of measurements for the specific forces according to:

Ax~m (0)

0(0) = -arctg -- (5.10)AZBM (0)

Ay~ (0)
(,(0) = arctg - - (5.11)

AzBm (0)

An estimate of 4nom(0) may be derived directly from the corresponding measurement:

(0) = 'm (0) (5.12)

In steady rectilinear flights with zero angle of roll (wings level),AyB is equal to zero as follows
directly rom Eq. (3.14). For perfectly symmetric aircraft in steady rectilinear flight, this implies that
the velocity vector V lies in the aircraft's plane of symmetry. Consequently the lateral velocity
component VyB = 0. The angle of sideslip 6 is therefore also equal to zero.
If,however, the airflow is not strictly symmetric, relative to the aircraft's plane of symmetry, the
condition that AyB = 0 does not necessarily imply that VyB = 0.

This condition holds for example for single-engined, propeller driven aircraft. Asymmetric airflow
contributions resulting in these cases from the propeller slipstream, may induce an unknown offset -C in
the side slip vane angle. From the remarks made, the lateral component VyB(0) and henceforth the initial
slip angle a(0) may be concluded to be unobservable.

Processing the flight test measurements, recorded during the 1978 flight test program, for flight path
reconstruction, the asymmetric airflow effects were neglected. This implies that VyB(t) and henceforth
A(t) are set equal to zero for t E [to, ts], the time span of the initial steady rectilinear flight
section, preceding each nonsteady manoeuvring test flight. Consequently, for t = 0:

VyB(O) = 0 (5.13)

Hence:

j(o) A o

An estimate of the wind vane zero shift may then be derived from the initial wind vane measurements accor-
ding to Eq. (3.25):

C= -aVm(0) (5.14)

Estimates of the remaining components VxB(O) and VzB(0) of V(0) are still to be generated.
The following relations may be derived from Fig. 12:

VxB = V cos a cos (5,15)

VZB = V sin a cos (5.16)

Since it is assumed that B(t) = 0, for t E [to, ts] i.e. during the initial steady straight part of the
flight test manoeuvre these relations reduce to:

VXB = V cos a (5.17)
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VZB = V sin a (5.18)

The angle of attack a may be derived from the angle of pitch 0 and the flight path angle Y according to the
relation:

a Y -(5.19)

which holds under conditions of strictly symmetric flight.
The flight path angle y follows from:

y = arcsin (- E  
(5.20)

An estimate of 2 (T), for T E [to , t1] may be computed from test flight measurements as follows:

Lh (1) - h (0)

-E t 1 t o (5.21)

The flight path angle y and the angle of attack a are subsequently estimated according to:

y(0) - arcsin T1) (5.22)

&(0) = 6(0) - y(0) (5.23)

see Eq. (5.10).
Now:

VB (0) = V m(0) cos &(0) (5.24)

VB (0) = V m(0) sin a(0) (5.25)

The vertical displacement ZE(O) is by definition set equal to zero. All components of Y(0) have now either
been estimated from test flight measurements recorded at time to and tj, or a priori specified.

Errors in Y(0) may result from:
1. random measurement errors,
2. constant bias errors in the accelerometer and rate gyroscope measurements,
3. deviations of the actual flight conditions from the nominally steady rectilinear flight conditions.

The effects of random measurement errors on the estimated initial state can be attenuated averaging s + 1
estimates Yi(k), for Yi = VxB, Vz , , 6, (P and k = 0, 1, 2, ..., s. It is recalled that the nominally
steady, rectilinear flight conditon is assumed to be maintained from to until ts .
Hence:

(0) + 1 ' Yi(k) (5.26)
k=0

Some of the diagonal elements of the estimation error covariance matrix P(010) may also be derived from
the estimates Yi(k), k = 0, 1, 2, . s.

ii(0I0) = 2 1 - I F (5.27)

Estimation of the actual vertical displacement ZE(O) may be achieved as follows:

E + (hm(k) + lE(0) (tk -to) (5.28)
Ez

°  
s+ m E k 0

k=0

where:

AE0 hm(s) -Ahm(0)

(0) - t (5.29)

8 0

The variance of the error in the estimate zE(O) may be derived as follows from the measured altitude
deviations:
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p20- s I-h W(k - (i (0) + z (0) (t - t)) (5.30)
E O) s +I k=0 m E E k0

The remaining diagonal elements of P(010) are to be specified, according to instrument calibration data.

5.2.2. Advanced algorithm for the calculation of the nominal initial state vector

Depending on the quality of the steady rectilinear flight flown, the variable components QxB(k), VzB(k),
W(k), '(k) and 4(k) of Y(k), computed from measurements at tk1 and tk, for k = 1, 2, ..., s, may vary

as a function of time due to deviations of the actual flight condition from steady, rectilinear flight.
Correction for the effects of these flight path deviations on the estimated initial state components may
be achieved as follows:

Yik(
0
) = Y(k) - OY(r) di (5.31)

to

for Yi = VxB, VzB p'  (4
and:

z~() = -h(k) - I z (r) d T 
(5.32)

to

In Eq. (5.31) the quantity Yik() represents the estimate of Yi(), as deduced from ii(k), by correction
for nonsteady effects, i.e. by elimination of departures of the actual flight conditions from the nominally
steady rectilinear flight condition. The estimate of the initial state Y(0) may now be computed, by
averaging Yik(O), for Yi= VXB, VZB, , e, P, ZE:

(0 )  s k ik)0) (5.33)
i s s YkO

k=O

Estimates of the diagonal elements of the covariance matrix P(010) are again computed according to Eq.
(5.33), replacing Yi(k) by 'ik(

0
).

The expressions, Eqs. (5.10) and (5.11), usedso farfor computation of e(0) and w(O) are based on the
assumed steady straight flight condition and will therefore in practice yield more or less "rough"
approximations.
Taking account of nonsteady effects Eqs. (5.10) and (5.11) can be extended applying E~s. (3.13) through
(3.15) and neglecting the terms in those equations depending on VyB(k), since VyB(k) = 0:

6(k) -arctg A x
(k) - ) VzB (k) - vxB(k) cos ((k)J

a :A y, ) W + rBm (k ) vX B (k ) - VzB (k)

A BM(k) - qs(k) Vz B (k) - VxB(k)

) -arctg cos (P(k) (5.34)

for k =0, 1, 2 . s, since v~zB(k) << AzBm(k)
and:

W(k) =arctg [AyBm(k) - r~m(k) vxB (k) + pE~(k) V, B(k) - -Y~~
AZBM(k) + qB.(k) VxB(k) - V:ZB(k)

arctg [Ay
Bm

(k) - rBm(k) VxB(k) + pBm(k) VzB(k) - yB(k)1  (5.35)
AzBm(k) + qBm VxB(k)

for k =0, 1, 2, ..., s.
The corresponding estimates of 6(0) and (P(0) may then be computed, according to Eq. (5.31), as:

5k(0) = 6(k) - O(T) dT (5.36)

to

k = (k) - k ((T) dr (5.37)

to

Estimates of iE(0) may be computed from the altitude deviation measurements Ahm(k) according to:
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to
t0

tk

- {Ahm(k) + Jj aT(T) dr2 - Ah(O)}/ (t, -t o ) (5.38)

to

for k =1, 2, ..., s.

where:

AZT(t) = -AxBm(t) sin 5(k) + AyB,(k) cos 6(t) sin p(k) +

+ AZBM(k) cos 8(k) cos P(k) + gh (k) (5.39)

for t E [tk, tk+l)

The gravitational acceleration gh(k) at the test flight altitude is computed as:

gh(k) = g(R (5.40)

Here go is the gravitational acceleration at sea level computed according to Lambert's formula taking account
of the latitude X of the test site:

go 
= 
9,80616 (1 - 0,0026373 cos 2X + 0,0000059 cos

2 
2X) (5.41)

The angle of yaw may be estimated, writing:

kO)= m(k) - J (r) dT (5.42)
to

The computations then proceed as follows:
.s

- E s(0) = Z Ek(0) (5.43)
k=1

- tk

zE(O) + azT(T) dT

j(k) = arcsin (- ) (5.44)
V (k)
m

Estimates of the angle of attack E at timc tk may now be computed as follows:

&(k) = 6(k) - y(k) (5.45)

or, more accurately, as:

to

The components of V in the aircraft's plane of symmetry, then follow from:

VxBk(O) = Vm(k) cos &(k) - J xH(T) dT (5.47)

to

VZBk(0) = Vm(k) sin &(k) - kZB d (5.48)

toi
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Estimates of ZE(O) may be obtained, writing:

tk

ZEk(O) = -(h(k) - J EIT) dT (5.49)

to

Averaging the s + 1 estimates Yik(O) thus obtained, the required estimates Yi(O) are found. Obvioujly,
application of the equations (5.34) through (5.49) reguires the availability of estimates Yi(k) amongst
others for computation of estimated time derivatives ti(T) as occurring in the preceding equations. The

estimates Yi(k) are calculated as:

Yi(k) = ?i(0) + Y (T) dT (5.50)

to

Computation of the estimated time derivatives Yi(k) may be achieved applying Eqs. (3.7) through (3.9)
and (3.13) through (3.18).

The expressions Eqs. (5.34) through (5.49) be used for rather accurate estimation of the initial state
variables Yi if incorporated in an iterative algorithm. This algorithm can be initialized using the
simplified expressions, presented in Subsection 5.2.1. and 5.2.2.

Flight test experience has shown that the simplified expressions may suffice for calculation of the initial
state, if adequately long duration test flight manoeuvres are to be reconstructed and provided that highly
accurate flight test instrumentation systems are used. In addition, it should be possible to estimate the
state variable components as a function of time with adequate accuracy by application of the linear Kalman
estimation procedures. If some state variable cannot be estimated with adequate accuracy after processing
the available measurements, accurate initial state estimation by application of the nonlinear expressions,
Eqs. (5.36) through (5.49) should be considered more desirable.

5.3. Flight path reconstruction results

5.3.0. Introduction

The flight path reconstruction procedures as discussed in the previous sections have been applied to actual
flight test data of the flight test programs mentioned in Section I as well as to simulated flight test
data. In this section some results are presented of the 1978 flight test program carried through with the
De Havilland DHC-2 "Beaver" laboratory aircraft.

The aim of the 1978 flight test program was to extend the techniques for flight path reconstruction and
aerodynamic model identification for symmetric nonsteady flight test manoeuvres as developed in earlier
flight test programs with the DHC-2 "Beaver" and the Hawker Hunter mk VII laboratory aircraft to asymmetric
nonsteady flight test manoeuvres. Also the effect of the shape of the control surface input signals on the
accuracy of the aerodynamic model identification results was investigated. To this end, a hydraulic control
system was installed in the test aircraft with which precalculated test signals for the elevator as well as
for the ailerons and rudder could be implemented in flight. The flight test program was carried through in
cooperation with the Deutsche Forschungs- und Versuchsanstalt f~r Luft- und Raumfahrt (DFVLR) in Braunschweig
and the National Aerospace Laboratory (NLR) in Amsterdam.

The flight test manoeuvre includes a nominally symmetric and an asymmetric part. Starting from a steady
straight flight condition, the elevator control signal was implemented in the hydraulic control system.
Then, after returning to the original steady straight flight condition, the asymmetric aileron and rudder
control input signals were implemented.

Different types of "optimal" symmetric and asymmetric test signals were designed by DFVLR and Delft
University of Technology. The time histories of Fig. 21 represent an example of one of the symmetric/
asymmetric test signals which were actually flown in the flight test program.

The experimental results presented in this section only represent some of the flight path reconstruction
experiments of the 1978 flight test program. In Subsection 5.3.1. the Kalman filtering and fixed interval
smoothing algorithms as described in the previous section are applied to flight path reconstruction from
digitally simulated flight test data.
In Subsection 5.3.2. corresponding results from actual flight test data are presented. More results of the
1978 flight test program in particular with respect to aerodynamic model identification and the comparison
of different input signals will be covered by future publications, refs. 24, 25, 26.

5.3.1. Flight path reconstruction from simulated flight test data

5.3.1.0. Simulation of the flight test data

Simulation and analysis of simulated flight test data is essential for the development of flight test data
analysis algorithms. The algorithms for the reconstruction of the aircraft's flight path in nonsteady
asymmetric flight conditions have therefore been evaluated, processing simulated flight test data prior
to application to actual flight test data.

The elevator, aileron and rudder control signals simulated are presented in Fig. 13. These signals should
be compared to the correponding signals, actually generated in flight, Fig. 21.

The initial steady straight flight condition Ysim(
0
) and the measurement error statistics are specified in
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Table 4 and Table 5.

5.3.1.. The augmented state vector and a priovi statistics

The state vector X of the dynamic system (3.21) under consideration is defined in Section 3 as:

col [VxB, VyB, VZB, , , , xE, YE' zE (3.19)

As described in Section 3, when unknown parameters have to be estimated simultaneously with the elements
of X an augmented state vector can be defined according to:

= col [VXB, VyB, VZB , , , , XE, YE' A' x y ' X q' Xr] (3.49)

In practical applications, the number and type of components of Y may vary depending on the characteristics
of the instrumentation system and on the shape of the nonsteady flight manoeuvre.

As pointed out earlier, flight path reconstruction dictates the demand for very accurate instrumentation
system. In one recent application it followed from extensive calibrations that the zero shifts x' )y ,
X, X and r of the inertial transducers were small as compared to the stochastic mea:lurement errors

hese transducers, Ref. 31. Without making too large an error, these zero shifts may then be set equal
to zero and may consequently be dropped all together from the augmented system state vector Y.

On the other hand, if the zero shifts are not to be neglected apriori, it cannot be warranted in advance
that estimates can actually be derived from the available sets of flight test data. One or more of these
zero shifts may turn out to be unobservable or "nearly" unobservable. The apriori accuracy, expressed
by the relevant diagonal elements of the initial variance matrix P(010) will in those cases not - or
hardly improve after processing the available flight test measurements. This implies that such zero shifts
may as well be set equal to zero and consequently be dropped from the augmented system state Y(t). From
Eqs. (3.49) through (3.55) the observability of the components of y(t) and consequently of Y(t) may be
seen to depend on the shape of the nonsteady manoeuvre flown.

The observability of the elements of Y also depends on the measureme;t configuration i.e. the number and
type of the elements of the observation vector M. In the present experiments on simulated flight test data
for example, no measurements of geographical position were included in M. This means that xE and YE are
unobservable and should therefore not be included in the augmented state vector Y.

In future publications the relation between observability of the augmented state vector and the measure-
ment configuration and shape of the nonsteady flight test manoeuvre will be covered in more detail.

In practical applications, a sideslip vane calibration is usually not a priori available and thus the side-
wash correction factor Csi has to be estimated as an extra element of the augmented state vector Y.

The input vector of the simulation experiment was as defined in Eq. (3.20):

* m = col [AxBm, AyBm, AzBm, pBm, qBm, r~m] (5.51)

and the output signal as defined in Eq. (3.26):

* = col [V, Ahm, vm ]  (5.52)

The elements of the variance matrices W and Q, which are in practical applications to be specified a priori
were in the present simulation experiment not set equal to the measurement error statistics of the simulation,
as these measurement error statistics are seldom exactly known in practice. In the present case W and Q
were assumed to be diagonal and the diagonal elements were specified rather conservatively as shown in
Table 6.

5.3.1.2. Results of the simulation experiment

In the present simulation experiment the "advanced" algorithm for the calculation of the initial condition
was used as described in 5.2. By definition the elements of y(010) are set equal to zero. By processing
the measurements generated during the first 3 seconds of simulated steady straight flight, the estimated
magnitudes of the elements of y(o) were obtained as listed in Table 4.
The initial condition algorithm provides also estimates of the accuracy of those elements of j(010)
corresponding to the components of the state vector X as described in 5.2. The accuracy of the elements of
y(010) representing the zero shifts X were deduced from a set of laboratory instrumentation calibrations.
The magnitude of the initial error variance of Csi(0I0) has been specified conservatively. The resulting
r.m.s. magnitudes are listed in Table 4 in the column O( 010) and the corresponding variances are assigned
to the diagonal elements of the variance matrix P(0I0).4h off-diagonal elements of P(010) are set equal
to zero.

From the simulation experiments it followed that not all of the elements of the augmented state vector, as
defined in the previous section, could be estimated from the available simulated flight test data. This
remark holds for Xx, Xy and Ar"
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Fig. 14 exhibits the unobservability of Ay. The apriori variance of Ay(010) was set equal to (0.01)2 m2/s
4
,

see Table 4.
It follows from Fig. 14 that the r.m.s. error magnitude and henceforth the variance of (kik) does not
decrease as a function of time. This implies that A can be dropped from the augmented sate vector Y.
Similar conclusions could be drawn with respect to he estimation of Ax. Fig. IS represents a counter
example of an experiment where it was assumed that the yaw angle P could be measured. Therefore q was
considered as a component of the output signal Mn:

col [Vm , Ahm, V. , pm]  (5.53)

In this experiment the zero shift of the yaw rate gyro Ar (its simulated magnitude set equal to zero, Table
4) could be estimated accurately as illustrated in Fig. 15. The variance of Xr(klk) decreases as a function
of the number of observations processed.

In the actual 1978 "Beaver" flight test program the yaw angle transducer turned out to be unreliable.
Considerable measurement errors occured during the nonsteady dasymmetric sections of the flight test
manoeuvre. The recorded yaw angle measurements were therefore disregarded. The output signal observation
vector was thus reduced to:

M1 = col [V m , Ah m, Vm] (5.54)

Processing this output signal, Ar could no longer be estimated and was consequently dropped from Y.

The resulting augmented state vector Y can be written as:

Y= col [VxB. VY8 VzB, p, 0, , z , z' p ,A, CA s (5.55)

As pointed out in the previous subsection, the sidewash correction factor is unknown and is therefore to
be estimated.
The result of the Kalman filter algorithm obtained, estimating the zero shifts X,, Aq and Xp and the
sidewash correction factor Csi are shown in Figs. 16 and 17. Some results of the Kalman smoothing algorithm
are added as an illustration in Figs. 18, 19 and 20. In these figures the smoothed estimates of the
elements of the output signal M are presented which can be derived from the smoothed estimate of Y via
Eq. (3.23), (3.24) and (3.25). The error covariance matrix PMkin) of i(kjn) can be calculated from the
error covariance matrix P(kln). generated by the Kalman fixeU interval smoothing procedure, according to:

p M(kIn) = C(k) P(kln) CT(k) (5.56)

The time histories of the diagonal elements of PM(kin) are also presented in Figs. 18, 19 and 20. Finally
the smoother residuals defined as:

;(kjn) = (k) - i(kjn) (5.57)

are presented. Because the error of M(kln) is small compared to the measurement error in M (k) these
residuals are almost identical to the simulated measurement errors in Mm(k).

With respect to the simulation experiment and actual flight test measurements it should be remarked that
the stationarity of the measurement error statistics, as assumed in the simulation of the flight test
manoeuvre, is not guaranteed in actual flight test conditions. In particular, experience has shown that
especially the barometric measurements become less reliable in nonsteady flight conditions. From an
estimation theoretical point of view even more serious is the fact that the barometric measurement errors
in nonsteady flight conditions are highly correlated with the elements of the system state vector X.
To circumvent the inherent theoretical and practical problems arising from this correlation, the baro-
metric output measurements (i.e. Vm and Ahm), recorded during the highly nonsteady symmetric and asymmetric
sections of the flight test manoeuvre, are neglected. This was concluded, from simulation experiments, to
result only in a very slight reduction of Kalman smoother estimation accuracy. When no observations are
processed at time tk, either the observation matrix C(k) or the gain matrix K(k) of Eq. (3.187), should
be set equal to zero. Eqs. (3.188) and (3.189) then reduce to:

y(klk) = -(klk-1) (5.58)

P(klk) = P(klk-1) (5.59)

The zero shifts and sidewash factor are assumed constant, see Eq. (3.33). For these quantities Eq. (3.185)
reduces to:

iIk(klk-1) - yi(k-Ik-(5.60)



This implies that y(klk) and j(klk-1) remain zero, and thus i(klk) and i(klk-1) are equal, when no new
observations are processed in the Kalman filter, see Eq. (3.188).
The stationarity of y(klk) in for instance Fig. 16, indicates the time intervals of nonsteady symmetric
or asymmetric flight.

In Table 7 the smoother residual statistics, resulting after flight path reconstruction, are presented.
These results should be compared to thea priori assumed statistics, Table 6, and the statistics of the
simulated measurement errors, Table 5, of the output signal.

5.3.2. Flight path reconstruction from actual flight test data

The input signal for the actual flight test manoeuvre and for the nominal fliqht condition as specified
in Table 4, was calculdted in advance according to the technique described in Ref. 30 and subsequently
stored on magnetic tape for reproduction in flight with the aid of the three-axes hydraulic control

system, Ref. 29.
To obtain the experimental results to be discussed here, yaw angle measurements were disregarded for
reasons stated in the previous subsection, see Eq. (5.53).

In correspondence with the simulation results the zero shifts X,, y and Ar were unobservable and could

consequently be dropped from the augmented state vector; see Eq. (5.55).
Initial state estimation, processing actual flight test measurements, was performed applying the most
advanced estimation method discussed in subsection 5.2.
The diagonal elements of the initial covariance matrix P(010), corresponding to VyB(0), A2 (010), (01I),
Xq(010), Csi(010), as well as the covariance matrices of the input and output measurement errors W and Q
were assigned the same magnitudes as specified for the simulation experiment, Table 3 and 6.

Both for the simulation as well as for the analysis of actual flight test measurements, the aircraft was
assumed to fly over a flat non-rotating earth.

In Figs. 22 and 23 the Kalman filter estimates of the zero shifts ,, Xq and Ar and the sidewash correction
factor Csi are presented. In Fig. 22 the intervals where 7(klk) and GY(kjk) remain constant, correspond to
the nonsteady symmetric and asymmetric sections of the flight test manoeuvre, where barometric output
measurements are neglected as discussed in 5.3.1.2.
In Figs. 24-26 the smoothed estimates are shown of V, Ah and P, with the corresponding Kalman smoother
residuals. These figures may be compared to the corresponding results of the simulation experiments, Figs.
18-20. Kalman smoother residual statistics are presented in Table 8 and 9. Zero shift estimation results
are presented in Table 10.

As mentioned in 5.1., the results of the flight path reconstruction are stored on tape prior to aerodynamic
model identification, Table 3.

A most significant result is the angle of attack which, as has been discussed earlier, may readily be
computed from the results of the flight path reconstruction, i.e. the smoothed time histories of the
components of Y. As pointed Out in earlier publications, e.g. Ref. 20, the calculation of an accurate time
history of the angle of attack constitutes the basis for the derivation of aircraft performance character-
istics from measurements in nonsteady manoeuvring flight.

5.4. Conclusions

Accurate reconstruction of the aircraft's motions relative to the surrounding airmass is of paramount
importance when models for the aircraft's aerodynamics, in terms of polynomial relations, or aircraft
performance, stability and control characteristics are to be deduced from measurements in nonsteady or
quasi-steady manoeuvring test flights.
This Section in particular addresses the flight path reconstruction problem.

A bird's eye view on the entire nonsteady flight test technique, as developed at the Department of Aero-
space Engineering of the Delft University of Technology, has been presented in section 1.
The mathematical models and algorithms used for estimation of the time histories of aircraft state
variables from measurements, corrupted with random and constant errors, are discussed in considerable
detail in section 3. The flight test instrumentation system used throughout the most recent flight
test programs, as well as the procedures applied, to solve the problem of initial state estimation are
discussed in the present section.
Some results obtained, processing digitally simulated and actual flight test measurements with the extended
Kalman estimation algorithms, are finally presented.
From these results it may be concluded that the angle of pitch, the angle of roll and the flight path
angle and subsequently the angle of attack and the angle of sideslip can be estimated with adequate
accuracy from the measurements recorded in quasi-steady or nonsteady flight.
A similar conclusion can be drawn from the experimental results, concerning various other components of
the augmented state vector Y(t).

It is of prime importance to notice that the angle of attack can be calculated without being measured
directly.
The problem of calibrating the angle of attack vane from measurements in steady rectilinear flight and
the subsequent problem of correcting the corresponding measurements in nonsteady flight for the effects of
aircraft motions on the airflow has thus been effectively circumvented. Except for Xx and Xy, the constant
bias errors in the inertial measurements could be estimated with sufficient accuracy.
The zero shift of the angle of sideslip vane could not be estimated, as explained in section 5.2., such in
contrast to the sidewash correction factor Csi.
Augmentation of the output signal observation vector M with geographic position measurements may relieve
these problems. Processing geographical position measurements in addition to the measurements already
incorporated in the output signal observation vector, it may turn out to be possible to accurately estimate
windshear as a function of flight altitude.
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If no geographical position - or ground velocity measurements are available, processing v measurements

has been found to be essential for reconstruction of the roll angle LP and the angle of sideslip 0 as a
function of time. Analyzing actual flight test measurements it has been observed, that the barometric
measurements, recorded during the highly nonsteady symmetric and asymmetric manoeuvring test flight
sections, should not be assigned much weight, in order to prevent nonsteady airflow effects on tne

barometer sensor readings from degrading flight path reconstruction.

Application of the Maximum Likelihood algorithms as discussed in section 3 and the square root information
filters have been found to yield similar results, see Ref. 21 and 38. The accuracy or validity of flight
path reconstruction results obtained has been extensively proved by the reproducability of the aerodynamic
models and aircraft performance stability and control characteristics derived using the flight path
reconstruction, see Refs. 10, 11 and 12.

Problems of flight path reconstruction from nonsteady flight measurements may arise from the fact that the
airmass traversed by the aircraft is not in rest rc.ative to the earth, as well as from insufficient
observability of the augmented system state variables. In turn, insufficient observability of the state
variables and system parameters to be estimated, may result from either imperfect - or incomplete
flight test instrumentation.

6. AERODYNAMIC MODEL IDENTIFICATION WITH AN INTERACTIVE COMPUTER PROGRAM

6.0. Introduction

With the advance of interactive computer graphics in the last few years, a new way of utilizing the
tremendous storage capacity and calculation speed of modern computers has arisen.

In the analysis of flight test data, direct conversational communication between user and computer can be
advantageous in those cases where new numerical experiments can be scheduled only after the results of
previous experiments are completely known. A typical example is the identification of the aerodynamic model
where the effects of model extensions or simplifications on the model fit and parameter estimation accuracy
have to be evaluated.

In order to close the gap between man and machine a computer program has been developed by the National
Aerospace Laboratory for interactive aerodynamic model identification and computer graphics of residuals,
model predictions and time histories. The computer program has been named "Processing of dynamic manoeuvre
measurements with an Interactive Adaptive System (PIAS)'; see Ref. 39.
PIAS is based upon the theory of Householder transformations and Givens rotations as described in Part I,
Section 4. In this Section PIAS is applied to a typical nonsteady symmetrical flight test manoeuvre w~th
a twinengined jet transport type aircraft mentioned in Section 1. The application is presented orly tc
demonstrate the interactive aspect and the flexibility of the computer program. Prior to aerodynamic model
identification with PIAS, the flight path has been reconstructed according to the theory as developed in
Section 3. A modified form of the Kalman Filtering and Smoothing algorithm (the square root information
version) has been applied in this case, see Refs. 31 and 38.

6.1. Flight test method

The flight test program with the twin engined transport jet aircraft was devoted mainly to evaluate the
merits of performance measurements in quasi-steady flight conditions. However, for the purpose of aero-
dynamic model identification, several nonsteady symmetrical manoeuvres were also executed. Analysis
of the measurements of these nonsteady manoeuvres with PIAS is the subject of the following subsections.

The nonsteady symmetrical manoeuvres all started from a condition of steady horizontal flight. Subsequently
the aircraft was excited by means of the elevator control. An optimal test signal (see Fig. 27) was imple-
mented manually. The test pilots were able to reproduce these signals rather accurately in flight because
of prior training on the moving base flight simulator of the National Aerospace Laboratory.

6.2. Statement of the problem

Development of an accurate mathematical model is essential for the evaluation of flying and handling
qualities, the design of automatic flight control systems as well as for flight simulation. Two groups
of engineers are involved in identification of aerodynamic models from flight test measurements i.e.
mathematicians and flight dynamicists. In PIAS it has been attempted to optimize the final result by
creating a computer program flexible enough for the flight dynamicist not to be troubled in his analyses
by too many mathematical problems and thus to be able to concentrate fully on the physical interpretation
of the results.

Obviously, the flight dynamicist still has to have some knowledge of the mathematical background of the
program.

6.3. Aerodynamic model identification

The variables (time histories) used in the aerodynamic model identification procedure are the result of the
flight path reconstruction as described in Sections 3 and 5.

In the present example it is assumed that precise measurements could be made of engine nett thrust TN. Prior
to model identification the contribution of TN to the dimensionless aerodynamic forces CXB and CZB and the
dimensionless aerodynamic moment CmB is subtracted according to:
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• X TN Co
C XCpBcos (6.1)

•TN

CZ aB CZB -TN 2sin i (6.2)

TN . (6.3)C .* B = e ra , P 2 S

For the subcritical flight region the following aerodynamic model is postulated:

CX*B  CX0 + CXa " + CXa2 2  + CX& dt- + CXq q;-+ CX6h CX6
C~B=xO+Co0+CoT- +0 C~ h + CX6e 

6
e +

CZB = CZ0 + CZa 01 + CzCL2 a CZ& ;T-+ CZ q CZ6h 6 h + CZ6e 6e +
+ CXM M + CXOcIN0t + CxM2 N

2  
(6.4)

a 0 + C2- + + 6h + Cmce 6e

+ CmM M + CmC M O + CmM2 M (6.6)

For the sake of notational simplicity the index B, referring to the body fixed reference frame FB in the
aerodynamic derivatives, has been dropped. Consequently, CX0 for example should be interpreted as Cx
The effect of the compressibility of the air has been modelled via terms containing M, OLM and M

2
, Re. 19.

It is important to notice that although the aerodynamic model is build up out of both linear and nonlinear
terms the model is still linear with respect to the aerodynamic derivatives. Regression theory as developed
in Section 4 is therefore applicable for the estimation of the aerodynamic derivatives. In for example Eq.
(6.5) the parameter vector a is:

= col [Cz, C z1 Cl2, Cz., CZq, CZ6h, CZ.e, CZM , CzM4 CZM2] (6.7)

while the row vector x of the independent variables can be written as:

2 a&c S~ 2x=[1, a V v 6 h' 6e' N, oN, N (6.8)

6.4. Structure of PIAS

PIAS is based upon the theory for the solution of linear least squares problems as described in Section 4,
i.e. Householder transformations and Givens rotations. The resulting algorithms turn out to be very
computing time efficient.
The program may be employed in two different modes:
- interactive mode
- batch mode
The interactive mode is useful in the initial phase of the aerodynamic model identification where the
structure of the model is yet unknown and where the identifiability of the parameters in the a priori
postulated model has to be evaluated. In the second phase the repeatability of the model parameters is
investigated via batch processing of measurements of several flight test manoeuvres using the model
structure as developed in the first phase. Finally, any discrepancies found during batch processing can be
studied in the interactive mode with the aid of its extensive graphical capabilities.

The resulting aerodynamic derivative estimates are subsequently judged on the basis of:
- physical significance and correspondence with windtunnel results,
- estimation accuracy as resulting from processing the measurements of one single flight test manoeuvre
and repeatability by comparing the results from several flight test manoeuvres.

During the development of PIAS it has been kept in mind that the main purpose of PIAS is the rapid
evaluation of several alternative aerodynamic mode'q. As a consequence, great pains have been taken to assure
that the user working with the program will neither experience long delays in waiting for results nor be
overwhelmed with useless information.

6.5. Description of a typical run

In this subsection the application of PIAS to the measurements of one flight test manoeuvre is discussed
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as an illustration of the interactive aspects of PIAS. The program starts after supplying tl.v flight

manoeuvre registration number and the required ime interval.

At this point the user has the option to combine measurements data from several different flight test

manoeuvres. This can be used to improve the identifiability of some parameters in a given model structure.
Fur example the parameters CZM, CZCM and CZ.2 can be identified when measurements are combined of manoeuvres
performed at different nominal values of the flight Mach number. This possibility is the result of the

fact that the data analyzed were first processed by a flight path reconstruction procedure.

The selected flight test manoeuvre started from a condition of steady rectilinear horizontal flight. Next the
input signal of Fig. 27 is implemented in the elevator.

a
The results of the identification of the model of CZB, Eq. (6.2) and (6.5) are presented as an example in
Table 11.

It is first attempted to estimate all the derivatives in Eq. (6.5). From Table 11 it may be deduced that
though the rank of the matrix X is equal to the number of parameters to be estimated (10),the resulting
estimated values are nevertheless unrealistic.
It is realized then that because the Mach number remained a~proximately constant in this particular flight
path manoeuvre, the derivatives with respect to M, cL4 and M can in principle not be estimated from these
measurements.

In the second solution these derivatives are set equal to zero. The resulting estimated values are still
not very realistic. This is true in particular for the estimates of CZq and CZ6 which corresponds to the
well-known fact that the estimates of these derivatives will be highly correlated. This is also indicated
by a simple correlation coefficient of approximately-I in the matrix of simple correlation coefficients.

In the third solution this ambiguity is solved by substitution of an a priori value of -8 for CZq. The next
result still shows unrealistic values for the derivatives CZ0 and CZ6h. The underlying cause in this case is
the fact that the stabilizer deflection angle 

6
h remained nominally constant during the flight test

manoeuvre. From windtunnel measurements the following relation between CZ6e and CZ6h could be deduced:

CZ6h
- = 3 (6.9)CZ e

This relation is brought in the following form:

0 . CZ0 + 0 .CZq + 0 . CZa - 3000 CZ6e + 1000 CZ6h + 0 . Cz5 +

+ 0. CZ 0 2 + 0. CZM + 0. CZ5 M + 0. CZM2 = 0 (6.10)

and subsequently added as an extra equation.
The PIAS program now applies Givens rotations to the extended design matrix to restore the upper triangular
form as described in Subsection 4.2.2. By substitution of 3000 and 1000 in Eq. (6.10) instead of 3 and 1
this equation is heavily weighted in the solution of the resulting least squares problem. The resulting
4th solution seems satisfactory and the square roots of the diagonal elements of the parameter covariance
matrix and the matrix of simple correlation coefficients confirm this impression.

Finally residual statistics are printed out and a plot is made of the residual time history, Fig. 28.

6.6. Conclusions

After the reconstruction of the aircraft's flight path, the aerodynamic model identification problem can
be formulated as a linear least squares problem. This permits the application of powerful numerical techniques
for the calculation of parameter estimates as described in Section 4.

The resulting algorithms turn out to be very computer time efficient, which paves the way for the develop-
ment of an interactive identification computer program. Combined with extensive computer graphics facilities,

this program allows the analyst to rapidly evaluate alternative model structures on a few selected measure-
ments.

As a result of the flight test data analysis procedure described in this lecture i.e. via flight path
reconstruction, the possibility exists to combine measurement data from several different flight test
manoeuvres for the purpose of aerodynamic model identification.

The batch mode of the program allows the routine analysis of nonsteady flight test manoeuvres for a given
structural form of the aerodynamic model. These results are used to determine the parameter values and
associated confidence levels on an ensemble basis.

7. CONCLuDING REMARKS

In part I of this lecture theoretical aspects and in part II some experimental results are presented of
a flight test method for nonlinear aerodynamic model identification.

Typical aspects of the flight test method are the application of high accuracy instrumentation systems and I
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flight path reconstruction.

The goal of the flight test technique discussed, is the derivation of aircraf' performance, stability and
control characteristics from measurements in nonsteady a.d quasi-steady (accelhrated) flight conditions.
Aeiodynamic model identification from these measurements plays a central role in the derivation of all
characteristics of interest from the recorded flight test data.

After aerodynamic model identification, the stability and control derivatives can be derived in a str-ight-
forward manner by linearization. As described in Ref. 19, performance characteristics related to steady flight
conditions, such as rate of climb versus airspeed, the polar drag curve, and excess thrust versus airspeed
may be deduced from measurements in quasi-steady flight, applying so-called correction methods.
In these methods the estimated aerodynamic model parameters are essential. By correction of measurements
in nonsteady to stfady flight conditions several control characteristics such as elevator angle versus normal
acceleration and excess thrust versus normal acceleration in horizontal manoeuvring flight can be derived.

As has been discussed in Section 4 and 6 linear lea3t squares theory can be applied to the aerodynamic model
identification problem provided that the aircraft's flight path has been reconstructed a priori, according
to the techniques discussed in Section 3 and 5. The resulting algorithms are very computer-time efficient
and consequently pave the way for interactive aerodynamic model identification as described in Section 6.
An important aspect of the aerodynamic model identification procedure is the freedom the experimentalist has
in skipping data points of a particular flight test manoeuvre or combining data poirts from different flight
test manoeuvres.

The flight test method has been applied to several flight test programs in both symmetrical and asymmetrical
nonsteady flight conditions. Different aircraft have been used for these flight test programs i.e. a low
speed single propeller driven aircraft, a 'igh subsonic jet propelled aircraft and a twin jet engined
transport aircraft.

The results discussed in this paper and elsewhere, see Ref. 19, confirmed the applicability of the
nonsteady flight test technique to a wide variety of flight test problems.
It should be noticed however that this technique has not yet been applied to flight testing of large, highly
flexible or supersonic aircraft.
Application of the nonsteady flight test technique to these types of aircraft will certainly require
additional research programmes, aimed at the development of adequate instrumentation systems and the
synthesis of extended transsonic/supersonic Perodynamic mode7 as well as aero elastic models.
Benefits gained by application of the nonsteady flight test techniques aie amongst others a reduction
in flight test time required for performance as well as stability and control testing and more accurate
results.
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APPENDIX A

A. THE AIRCRAFT'S EQUATIONS OF MOTION IN THE AIRCRAFT'S BODY FRAME OF REFERENCE

A.0. Introduction

In this appendix the nonlinear differential equations describing six degree of freedom motions 
of a rigid

aircraft will be derived (see Ref. 1).
The aircraft will be considered flying over a spherical rotating earth. The magnitude 

describing the air-

craft's trajectory will be computed in the aircraft's body frame of reference FB.

A.I. Acceleration in an arbitrarily moving frame FM

Consider an arbitrarily moving reference frame FM(OMXMYMZM) with an angular velocity I in the inertial

reference frame F, (see Fig. A-i).

Where the matrix AI is composed out of absolute angular velocities FM (superscript M) along the axis of

F, (subscript I).

The position of a point P of FM relative to F, is:

r1  LIM r' (A-i)

In which the matrix LIM denotes the transformation matrix from FM into FI -

The velocity and acceleration of P relative to F, follows from:

-- I . + LI , I (A-2)
I I + INM IMN

-M L r, +2i i-, L (A-3)

--I aI
=  

I IM IM -M LIM -M

The components of the acceleration of P relative to FI in FM follow from:

am = rM = _LI ri

I
M  

r + L +L L (A-4)

LMI MI IM- 2MI IM -M LMI IMI

-M L that:
From the rules of transforming derivatives it follows, by substitution of LIM = LIM,

=rM LMI - I LIM) 2LU 2 + r
-M ='~ Mdt\I N -N I I I M)I +

- M + LM LIN +w~ ~LI)}N _" +

-M ZM +M ~M , + M -"
EOMN I' + 1 A NM MM (I'M -

The total inertial acceleration of P consists of the following parts:

-M
F M  : the acceleration of the origin of the moving frame FM

"M
-M the "tangential" acceleration owing to rotational acceleration of the frame FM

-M -M ,w M w M the centripetal acceleration

21M
M  ' : the Coriolos acceleration

the acceleration of P relative to the moving frame

A.2. Acceleration in the earth fixed reference frame FE

Now consider the acceleration in the earth fixed reference frame FE relative to FI.

From Equation (A-5) it follows that:

-E WE + E + 2 E. + (A-6)
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E
The acceleratlon of the origin of FE, SOE can be written as:

OE E ro LEX . °I =LEI VI LEI dt oE E
F -E -E d (L E

LEI LIE L EoL
!"EE LIE

L E E E E
=LEI ( LIE VE +LEILIE E

-.E E -E (A-7)
WE --

0
E + O'E

It is assumed that the angular rotation of the earth is constant and that its translation relative to FI
is rectilinear at constant velocity, so:

WE = (A-8)

and:

V.E = 0 (A-9)

Substitution of Eq. (A-9) into Eq. (A-7) gives:

E WE VE 1 + E E) (A-10)2-°E = 'E -V°E = wE =E E !-O°E!

sE
Asr is fixed relative to FE, Eq. (A-10) can be rewritten using:

. E
10Z = 0 (A-11)

Now:

E ~E -E E (A-12)
az = E WE EOE

Substitution of Eq. (A-8) and Eq. (A-12) into Eq. (A-6) gives:

a2E + 2- j + E Ez- (r E ' (A-13)

E E\ OE ,

As = (E + F -% it follows that:

+ E VE + -E -E E (A-14)
a WEy _ WE 'W 5%

A.3. The aircraft's acceleration in the aircraft's body frame of reference Fg

The acceleration components in Fa follows from Eq. (A-14):

=L L + +2L WE V +L E
BE- BE E-2E BE bE- __ BE WEUE -%

-E -E E
+ V +2W I V + LB W

BEE B-B B-B W B R

Using the rules of transformation of the derivative of a vector (see ref. 1):

e-E -E-E E
a -V + W B V +2'W VB +W W O (A-i5)

where:
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W -B -E (A- 16)
B B B

Combination of Eqs. (A-15) and (A-16) gives for the aircraft's acceleration B relative to F8:

aV -B B - B, -Y EE (A-17)
-B B- B B B

The acceleration components B in FB relative to F, can be derived from the force fector which

consists of two parts, the aerodynamic reaction (including propulsive force) F and the weight m g, i.e.:

-B -B =- h

where:

F=col [xB Y B , z B

and:

'2h 'BV -ghV LBV 0 (A-20)

Using the definition for the specific aerodynamic forces:

F
M_ (A-21)

and the transformation matrix:

Cos a CosW cos esin -sine6

L = sin (P sin e cos J)- sin jisin 6 sin P+ sin (P cos e (A-22)
BV Cos (PsinW 4Cos (PCos *

Cos (Psin eCosji+ cos(P sin sin- Cos (PCos e
sin (Vsin * sin Wcosl

The components of ,can be expressed as:

axB= Ax B - ghsin 8 (A-23)I

a YB = A YB+ ghsin (pcos
6  (A-23)

az B = AZ B + ghCos (P cos e(A-24)

It should be noticed that the components of the specific aerodynamic force A can bemeasured, using

accelerometers. 
B b

BB

4 . Col [p.' qB , r.] (A-25)

The matrix equivalent of this vector can be expressed as:

-jB -r 1 - (A-26)BK
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So the second term in Eq. (A-17) follows from:

F-rt VYB + qB VZB 1

-aB Y 
=  

r VxB - PB VZB (A-27)

-q8 B vx B +  P B vY B _

The rotation 4 of FE in FB is defined as:

E E E (-8=  
ol [PB' q, rB] (A-28)

E EThe components of w can be derived using the rotation L, in the vehicle carried vertical frame F . This
rotation follows from Fig. A-2.

cos

S 0 OE (A-29)

-sin A

The earth rotation in the aircraft's body frame of reference FB follows from:

Cos

E E E=LBV =V 0 BV (A-30)

-sin X

Now:

E
rB cos 6 cos cosA X +sin +sin X

E E sE
=qB = in (P sinOe cos 'P cos A-cos (P sin 'P cos AX sin (P cos 6 sin A w (A-31)

rE c$s(P sin 0cos 'Pcos + sin (psin 'Pcos X+ cos(p cos 6 sin X

Using the matrix equivalent of see Eq. (A-26), the terms _ and .-E of Eq. (A-17) can be

computed.
The radius R

E 
in FE can be computed from the radius R_ in FV according to:

~=L~v L~ Oj(A-32)

Summarized the components of the aircraft's acceleration V in FB, describing an aircraft moving over a
spherical rotating earth, can be expressed as:

VxB = AXB - gh sin 8 + rB VyB - qB VzB 
+ 

fxcor 
+ 

fxcen (A-33)

VYB =AyB + h cos @ sin t- rB VxB + PB V B + fYcor +fYcen (A-34)

Vzs = AzB + gh cos cos ( + qB VzB - PB VYB 
+ 

fzcor 
+ 

fzcen (A-35)

where:

f col [fX fE fZcor a-4
-or c cor ~Ycor' _W (c-r6=
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and:

f = cot (f f ~ =-.E -.E RE (--cen [fXcen' fycen' fzcen
] =  

B (A-37)

A.4. The aircraft's Euler angle rates

BThe aircraft's rotation !B in FB relative to FV consists of the aircraft's rotation ! of F in F. and the
rotating of FV in FB according to:

B V (A-38)

The components P, Q and R of are equal to the rotation rates PB' qB and rB for the flat non-rotating
earth.

P FB
5±2B = (A-39)

In that case the Euler angle rates w, D and p can directly be derived from the components PB, qB and rB of
(see Fig. 1), so:

iP sin (p tg6 cos wp tg P PB

0 Cos (P -sin tj M q B (A-40)

0 sin 0 Cos (0
cos @ cos e B

For the spherical rotating earth this equation should be augmented to include terms for the earth rotation
as well as for the translation over a spherical earth. in FV the translation over a spherical earth can be
expressed as:

Scos 1
V E (A-41)
V- " V :

-sin

Using Eq. (A-29), Eq. (A-41) can be written as:

cos l [ cos ] + cos

-V =  
,- (A-42)

_ E sin A] -1 sin X j (E + sin

The vector w_ can also be decomposed along the axes of FB according to:

V V
V L V 

(A-43)

Now combining Eqs. (A-38) through (A-42) the Euler angle rates for a spherical rotating earth are described
by the equations:

EE1% B (W" + 1) Cos ]

] qB - M LBV (A-44)

[rB _(E + P) sin

Now writing:
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( + )) Cos

spher 
+  

rot -M LBV (A-45)

-(w + p) sin

substitution of Eq. (A-45) into Eq. (A-44) finally yields:

pB 
+ 
q. sin (P tg + rB cos q tg e + rXspher + rXrot (A-46)

q B Cos p - rB sin tp + ryspher + ryrot (A-47)

sin 0 + r + + (A-48)
=qB co--- + rB CCO-O-- respher  ryrot

A.5. The aircraft's position

The location of the aircraft relative to the earth is presented in the spherical polar coordinates A, ,i and

RE. Their rates of change are related to the components of the velocity VV in FV according to (see Fig.

A-2): S0 0
SRE cos 0 (A-49)

E L 0

Using the velocity components in FB, this equation can be rewritten:

[' =F ~os o LV Bv(-)0 0

0o R 0 LVS B (-O

L hE 0 0 -1

A.6. Summary of the equations of motion

Summarized, the aircraft's motions over a spherical rotating earth in the aircraft's body frame of
reference FB are described by the following equa*ions;

B= AXB - gsin
8 

+ r VyB - cB VB + fxcor + fxcen (A-51)

= AyB + gcos sin t - r B VXB + B V + fycor + f (A-52)

VB = AZB + gh cos 6 cos 1 + qB VXB - PB VyB 
+ 

fzcor + fzcen (A-53)

= PB 
+ 
q. sin tg 8 + rB cos P tg 6 + rxspher + rxrot (A-54)

= q. cos t - rB sin p + ryspher + ryro t  (A-55)

qsin +r os W+r +r (A-56)
Bos + B Cos rspher rrot

A =~~Vxv(A-57)

1= co Vyv (A-58)

RE - -V, (A-59)
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APPENDIX B

B. DERIVATION OF THE BATCH REGRESSION ALGORITHM

In this appendix the algorithm for the batch regression will be derived, minimizing the cost function:

n 
T -1Jn = (m(k) - R(k) y) Q (m(k) - R(k) Y) (B-1)

k= 1

n T
(k) P(k) (B-2)

k=1

The cost function is minimal for:

3J aJ 3P(k)
n n -

ay P(k) 3

a n
Z -LT ") Q- P a) P(k)

k= P(k)

n 1 P(k) D P(k)E~ --P~k Q- p--""'- - (B-3)
= z 2 Tk P(k) ay -

since Q is symmetric.
aP(k) 9Ax

Now because of = I and using the rule-- = A:

DJ n
n = -2 k T (k R(k) (B-4)S k=l

Now:

ai n T
= -2 E RT(k)Q P(k)

9i k=1

n
= -2 E R (W Q (m(k) - R~k) y)=0 (B-5)

k=1

SO:

= E RT(k) Q 1 
R(k) E RT(k) Q-' m(k) (B-6)

k=1 k=1
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Sequence Variable Instrument type Transducer Calibrated Dimension
number input range input range

I AXB Donner 4810 -10 - +10 10 - +10 m/sec

2 AyB Donner 4310 - 5.+5 - 5 . + 5 m/sec

3 A Donner 4310/ -20 - +20 0 - +20 m/sec
Q-Flex

4 PB Honeywell GG87B -23 +23 - 20 - +20 0/sec
5 qB Honeywell GG87B -23 - +23 - 20 - +20 0/sec

6 r8  Honeywell GG87B -23 - +23 - 20 - +20 °/sec

7 Sperry Tarsyn 333 0 . 360 0 - 360 0

8 General Electric 500 . 3000 500 - 2400 rpm

9 T Rosemount 102 -40 - +40 - 30 - +30 K

10 6 CIC lin. potm. 51 - 28 - +23 0
e

11 
6
a I  CIC lin. potm. 50 - 33 - +17 o

12 
6 r CIC lin. potm. 50 - 17 - +33 0

013 6 CIC fin. potm. 50 - 25 - +25
r

14 6f1  dId fn. pot. 58 0 - +58 0

15 6fr CIC lin. potm. 58 0 - +58 0

16 6 Bourns lin. potm. 44 - 18 - +26 o

17 6tr Bourns lin. potm. 36 -18 4 +18 0

18 av Delft Univ. of 90 - 10 - +30 0

v
Techn.

19 av National Aerospace 90 - 30 - +30 0

Lab.

20 Apt MKS 145 - 4 +4 0 - +3 kPa

21 Ap1  MKS 145 - 4 - +4 - 3 - +3 kPa

22 qc MKS 145 - 4 . +4 0 - +3 kPa

23 Pz MKS 145 0 - 130 + 50 - +130 kPa

24 Pst MKS 145 0 - 130 + 50 - +105 kPa

25 DME KING 705A 0 - 200 0 - 90 nm

26 Tcarb Standard onboard -30 - +30 - 30 - +30 K
I instrument

Description
See Table 2
API static pressure variation defined with respect to static pressure at

the start of test flight manoeuvre.

Table 1: List of transducers of the flight test instrumentation system.
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Sequence Variables Type Description
number

I 
6
e input elevator angle (rad)

2 
6
r rudder angle (red)

3 6a port aileron angle (red)

4 61r starboard aileron angle (rad)

5 6f, port flap angle (rad)

6 6fr starboard flap angle (red)

7 dte  elevator trim angle (rad)

a 6tr ; rudder trim angle (rad)

9 n engine speed (Hz)

10 Pz engine manifold pressure (N/m
2

11 P* engine power (kW)

12 Tcarb carburettor temperature (OK)

13 AXB inertial specific forces along the X-, Y- and

14 AYB  Z-axis, of the aircraft's body frame

15 AB of reference (m/s
2

16 PB roll rate (rad/s)

17 qB pitch rate (rad/s)

is rB yaw rate (rad/s)

19 pb- roll acceleration (rad/s
2)

20 4B. pitch acceleration (rad/s
2

21 iB. yaw acceleration (rad/s
2)

22 measured heading (red)

23 DME distance measured with respect to

DME beacon position (m)

24 av wind angle angle of attack (rad) measured with
vane

25 ev  angle of sideslip (rad) measured
with vane

26 Ps pressure static pressure (N/m
2

27 M2 Mach number

28 T free stream air temperature (OK)

29 Pa air density (kg/m
3 )

30 apt increase in total pressuri in
propeller slipstream (Ni/m)

31 Ahs output altitude variation defined with
respect to initial altitude of test
flight manoeuvre (in)

32 VE airspeed from dynamic pressure (m/s)

The quantities marked with an asterisk are not directly measured.

Table 2: Flight path quantities after initial data reduction.
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Sequence Variables Type Description
number

I 6e input elevator angle (rad)

2 
6
r rudder angle (rad)

3 
6
al port aileron angle (rad)

4 
6
ar starboard aileron angle (rad)

5 6f, port flap angle (rad)

6 
6
fr starboard flap angle (rad)

7 6te elevator trim angle (rad)

8 
6
tr rudder trim angle (rad)

9 n engine speed (Hz)

10 Pz engine manifold pressure (N/m
2
)

11 P/P V
3  

"dimensionless" engine power

12 AXB + inertial specific forces along X-, Y- and

13 AyB + X Z-axis of the aircraft's body
13 AB+y 

214 AzB + xz frame of reference (m/s

15 PB + p roll rate (rad/s)p

16 qB + q pitch rate (rad/s)

17 r B + r yaw rate (rad/s)
18 estimated true heading (rad)

19 6 estimated angle of pitch (rad)

20 estimated angle of roll (rad)

21 C dimensionless aerodynamic

22 C coefficients

23 Cz

24 C1

25 C
m

26 C
n wind

27 a ngs vane angle of attack (rad)v angles
28 a estimated angle of attack (rad)

29 8v  vane angle of sideslip (rad)

30 6 estimated angle of sideslip (rad)

31 a time derivative of ( (rad/s)

32 time derivative of B (rad/s)

33 M pressure Mach number

34 T free stream air temperature (OK)

35 p air density (kg/m
3 )

36 APt/PV
2  

dimensionless increase in total
pressure in propeller slipstream
(N/m

2
)

37 Ah output estimated altitude variation
defined with respect to initial
altitude of test flight manoeuvres
(m)

38 V estimated airspeed (m/s)

39 C rate of climb (m/s)

40 y flight path angle (rad)

41 q dynamic pressure (N/m
2

Table 3: Flight path quantities after flight path reconstruction.

!i[
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Quantity Ym (0) Y(o) a- 1 o unit

VXB 44.55 0.044 0.209 m/s

VyB 0.0 0.00009 0.500 m/s

VZB 6.35 -0.036 0.030 m/s

0.0 -0.00006 0.031 rad

8 0.1315 0.0003 0.0003 rad

0.0 -0.0008 0.007 rad

Ah 0.0 0.012 0.42 m

A 0.0 0.0 0.04 m/s
2

A 0.0 0.0 0.04 m/s2

x 0.02 0.0 0.039 M/s
2

A 0.0 0.0 0.001 rad/s
p

A 0.0 0.0 0.001 rad/sq
x 0.0 0.0 0.001 rad/sr

C 0.1 0.0 0.1 -
s i

Aircraft configuration Initial flight condition

W = 22418 N V = 45 m/s

Ix = 5268 Nm2  h - 1828.8-m

Iy . 6928 Nm2  n - 33.33 Hz

1 = 11159 Nm2 pz = 77966 N/m
2

I = 118 NM2

x xz= 0.35
cg

Ycg 
= 0

Zg 0.52c

Table 4: Survey of the initial condition for the

simulation ecperiment.

Input signal Owl unit

AB 0.278 x 10
-2  m/s

2

AyB  0.137 x 10
-2  m/8

2

AZB 0.698 x 10
-2  m/s2

PB 0.678 x 10
-4  rad/s

q B 0.697 x 10-4  rad/s

r B  0.679 x I0-4  rad/s

Output signal aqi unit

V 0.206 m/s

Ah 0.410 m

8 0.685 x 10-2 rad

Table 5: Standard deviation of the

digitally simulated input and

output signal errors.
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System state vector:

Y- col [VxB, VyB , VzB , , 0, , ZE , Xz , Xp, q, Csi]

Input signal:

= col [AxB, AyB , AZB, PB' qB' rB]

Output signal:

M col [V, Ah, 8]

Input signal OWl,i unit

AxB 0.32 x 10
-
2 m2 /s

4

AYB 0.14 x 10
- 2  m2/s

4

AZB 0.56 x 10
- 2  m2/s

4

PB 0.56 x 10
-4  rad 2/s

2

qB 0.56 x 10-4 rad2 /s2
r B  0.56 x 10

-4  
rad 2/s

2

Output signal OQi,i unit

22V 0.30 m /s2

Ah 0.40 m
2

0.15 x 10
-
1 rad

2

Table 6: System models and measurement
error statistics for the Kalman
filter, i.e. the diagonal
elements of the covariance
matrices W and Q.

Filter Smoother

Quantity !(kjk1 %f(kk) f(klnl '(kln) unit

V -.39 x 10
-
2 0.257 .37 x 10

-2  
0.206 m/s

Ah -.19 0.473 -.18 x 10 0.409 m

8 -.82 x 10
-4  

0.0067 -.97 x 10
-4  

0.0068 rad

Table 7: The statistics of the observation residuals for the

simulation experiment
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Filter Smoother

Quantity i(kjk) 'A (k k) i1kjn) 
0
A(kln) unit

v -0.088 0.310 0.0096 0.174 m/s

Ah -0.084 0.605 0.171 0.463 m

8 -0.0016 0.0044 -0.0008 0.0036 rad

Table 8: The statistics of the observation residuals of

an actual flight manoeuvre.

Grv s  OrAh s  Gr8 s

m/s m rad

1 0.210 0.450 0.0034

2 0.241 0.592 0.0059

3 0.167 0.467 0.0031

4 0.197 0.517 0.0043

5 0.208 0.485 0.0037

6 0.164 0.402 0.0056

7 0.260 0.566 0.0058

8 0.149 0.379 0.0036

9 0.197 0.464 0.0037

10 0.189 0.434 0.0037

Table 9: Standard deviations of

the residuals of ten

nonsteady manceuvring

test flights.

p O p q q Csi OCs

m/s rad/s rad/s

1 .043 .24*10 .48*10
-  

.6910
5  

.1310
-3  

.48210
-  

.031 .13210
I

-3 -4 -4 -3 -522 .044 .27*10 -.13*10 .14*10 .14210 .69*10 .013 .9110
"
2

-3- -4-3 -53 .040 .2910
-  

-.12*10
-  

.2010
-4  

.10210
-  

.96*10 .027 .23101
I

4 .040 .25*10 -.431O
-4  

.11210
-4  

.11210
-3  

.57*10
- 5  

.024 .1310
-
1

-3 -4 -5 -4 55 .048 .24*10 -.6510
4  

.69210 .43*10 .51C10
5  

.024 .132101

6 .039 .28210 -.85210 .15*10 .14*10 .80*10
-  

.028 .11*101
-3 -5 -4 -4 -57 .045 .28*10 .19*10 .12.10 .45210 .77&10 .015 .892102

-3 -4 -4 -4 -5
.049 .24*10

-  
-.32*10 .10*10 .51*10 .49*10 .025 .24.101

9 .049 .23210
-  

-.40*10
4  

.79*10
-5  

.67.10
-4  

.42*10
- 5  

.021 .13210
-
1

10 .045 .25*10 -.22*10
-4  

.1210
- 4  

.1410
-  

.54210
-  

.013 .11210
- 1

Table 10: Estimated zero shifts and sidewash coefficients including estimation

accuracy of ten nonsteady manoeuvring test flights.
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CALCULATION OF REGRESSION COEFFICIENTS
FIRST SOLUTION IS OF UNDISTURBED SYSTEM

STANDARD ANSWERS ARE Y/N

1. RANK IS 10
SOLUTION IS

CZ0 CZQ CZAD CZDE CZDH CZA CZAA CZM CZAM CZMM

-25.93 -270.3 268.1 -.1515 -2.511 -3.729 .2245E-01 172.4 14.80 -300.9

R14S OF 272 RESIDUES .59552E-03

2. DO YOU WANT TO FIX SOME PARAMETERS? Y

TYPE NUMBER OF FIXES, SEQNUMBERS AND FIX-VALUES
3,8,0,9,0,10,0

RANK IS 10
SOLUTION IS

CZ0 CZQ CZAD CZDE CZDH CZA CZAA CZM CZAM CZMM
-1.013 -65.27 56.52 -.4411 -10.86 -5.310 3.339 0 0 0

RMS OF 272 RESIDUES .19238E-02

DO YOU WANT TO FIX SOME PARAMETERS? N

DO YOU WANT TO SPECIFY EXTRA EQUATIONS? N

STANDARD ERRORS
.1405 5.708 5.905 .1358E-01 2.058 .1456 .9527E-01 0 0 0

DO YOU WANT THE SCALED COVARIANCE MATRIX? Y

SCALED COVARIANCE MATRIX

1.00 -.28 .30 .65 .99 .39 -.32 -.00 -.00 -.00
-.28 1.00 -1.00 -.40 -.41 -.97 .32 -.00 -.00 -.00
.30 -1.00 1.00 .45 .43 .97 -.32 .00 .00 .00

.65 -.40 .45 1.00 .67 .46 -.17 .00 .00 .00

.99 -.41 .43 .67 1.00 .51 -.36 .00 .00 .00

.39 -.97 .97 .46 .51 1.00 -.53 .00 -.00 .00
-.32 .32 -.32 -.17 -.36 -.53 1.00 -.00 -.00 -.00
-.00 -.00 .00 .00 .00 .00 -.00 1.00 -.00 -.00
-.00 -.00 .00 .00 .00 -.00 -.00 -.00 1.00 -.00
-.00 -.00 .00 .00 .00 .00 -.00 -.00 -.00 1.00

DO YOU WANT THE RESIDUE STATISTICS? Y

RESIDUE STATISTICS
MEAN SD MAX MIN
.4611E-12 .1924E-02 .5457E-02 -.3947E-02

DO YOU WANT A PRINT OF THE RESIDUES? N

3. DO YOU WANT TO FIX SOME PARAMETERS? Y

TYPE NUMBER OF FIXES, SEQNUMBERS AND FIX-VALUES
i 1,2,-8

RANK IS 10
SOLUTION IS

CZ0 CZQ CZAD CZDE CZDH CZA CZAA CZM CZAM CZMM
-1.403 -8.000 -2.650 -.4961 -19.35 -6.727 3.644 0 0 0

RMS OF 272 RESIDUES .22634E-02

4. DO YOU WANT TO SPECIFY EXTRA EQUATIONS? Y

TYPE COEFFICIENTS OF EXTRA EQUATION 0,0,0,-3000,1000,0,0,0,0,0,0

RANK IS 10
SOLUTION IS

CZO CZQ CZAD CZDE CZDH CZA CZAA CZM CZAM CZMM
-.1030 -8.000 -1.261 -.4246 -1.274 -6.550 3.407 0 0 0

For key see next page.

Table 11: Example of an actual interactive session with PIAS.
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RMS OF 272 RESIDUES .25366E-02

DO YOU WANT TO FIX SOME PARAMETERS? N

DO YOU WANT TO SPECIFY EXTRA EQUATIONS? N

STANDARD ERRORS
.4247E-02 0 .3371 .1314E-01 .3941E-01 .4007E-01 .1146 0 0 0

DO YOU WANT THE SCALED COVARIANCE MATRIX? Y

SCALED COVARIANCE MATRIX

1.00 .00 .54 .57 .57 -.81 .87 -.00 -.00 -.00

.00 1.00 -.00 -.00 -.00 -.00 .00 -.00 -.00 -.00

.54 -.00 1.00 .94 .94 .01 .14 .00 .00 .00

.57 -.00 .94 1.00 1.00 .01 .15 .00 .00 .00

.57 -.00 .94 1.00 1.00 .01 .15 .00 .00 .00
-.81 -.00 .01 .01 .01 1.00 -.98 .00 -.00 .00
.87 .00 .14 .15 .15 -.98 1.00 -.00 -.00 -.00

-.00 -.00 .00 .00 .00 .00 -.00 1.00 -.00 -.00

-.00 -.00 .00 .00 .00 -.00 -.00 -.00 1.00 -.00
-.00 -.00 .00 .00 .00 .00 -.00 -.00 -.00 1.00

DO YOU WANT THE RESIDUE STATISTICS? Y

RESIDUE STATISTICS
MEAN SD MAX MIN
.5993E-13 .2537E-02 .5463E-02 -.5181E-02

KEY: CZO CZo CZA I CZ

CZQ ICZq CZAA CZ, 2

CZAD I CZ6 CZM H CZM

CZDE CZ e  CZAM H CZ oM

CZDH F CZhh  CZMM I CZM2

Table 11. Continued.
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Fig. 4. Nominal and measured output signal of example 1

subsection 3.2.1.
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Fig. 6. Nominal and measured output signal of example 2,
subsection 3.2.3.
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Fig. 10. The system of example 4, subsection 3.2.5., taking account

of input- and output signal noise.

T.OR. - T.R TDR -- T.DR.

SIGN. COND KEy: T.D.R. - Transducer
Sign. cond. - Signal conditioning
A.D. Cony. - Analog to Digital conversion
Dig. Inp. - Digital input (system modelT T selection, flight manoeuvre

4.th ORDER LOWPASS FILTERS registration)
Control - System control panel
Dig. Rec. - Digital recording

DISPLAY A.D CONV DGIP

COTROL DIG.REC.

L - -- ---- I

Fig. 11. General arrangement of instrumentation system, ref. 26.
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variation for the simulated flight test manoeuvre.
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AIRCRAFT IDENTIFICATION EXPERIENCE

V Kenneth W. Iliff
Aerospace Engineer

NASA Dryden Flight Research Center
P.O. Box 273

Edwards, California 93523
U.S.A.

SUMMARY

This lecture discusses some of the important aspects of estimating the unknown coefficients of the aircraft
equations of motion from dynamic flight data. The primary topic is the experience at the NASA Dryden Flight
Research Center in the application of the maximum likelihood estimation technique to such data. The lecture
covers basic considerations that must be addressed in the estimation of stability and control derivatives from
conventional flight maneuvers, and the assessment of the reliability and quality of the estimates obtained. Some
complex areas of estimation (such as estimation in the presence of atmospheric turbulence, estimation of acceleration
derivatives, and analysis of maneuvers where both kinematic and aerodynamic coupling are present) are
also discussed.

NOMENCLATURE

A . B, C, D system matrices M normalized pitching moment, rad/sec 2

an  normal acceleration, g m mass, N

a longitudinal acceleration, g N normalized yawing moment, rad/sec 2

a lateral acceleration, g n state noise vector
y

b reference span, m PSD power spectral density

CD coefficient of drag p roll rate, deg/sec or rad/sec

q pitch rate, deg/see or rad/see
C D coefficient of induced drag

q dynamic pressure, kN/m 2

CL coefficient of lift R covariance of weighted residual

measurement error
C2  coefficient of rolling moment r yaw rate, deg/sec or rt/sec

Cm coefficient of pitching moment 2s reference area, m2

CN coefficient of normal force T maneuver duration, see

Cn  coefficient of yawing moment t time, see

Cy coefficient of side force At sample interval, see

u input vector
c reference chord, m

V velocity, m/sec
E{ ) expected value

x state vector
f() general function

Y normalized lateral force, rad/sec
GG* power spectral density of measure-

ment noise y observation vector

m acceleration due to gravity, m/sec 2  Z normalized normal force, rad/sec

go general function z measured observation vector

2 Kalman-filtered estimate of the
1XI ly, [Z ,  inertias, kg-M observation vector

Ixy' IXz a angle of attack, deg

J cost functional g angle of attack induced by verticalg velocity component of turbulence, deg

L normalized rolling moment,

rd/sec
2 anle of sideslip, deg
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6a aileron deflection, deg W0 true frequency, rad/sec

8 elevator deflection, deg Subscripts:

6 r rudder deflection, deg p, q, r, a, a, measured derivative with respect to
P, 8 a , 8 e , 8 r  indicated quantity

T1 measurement noise vector
trim trimmed value

0 pitch angle, deg
0 bias

vector of unknowns
Superscript:

90 bank angle, deg
* matrix transpose

W frequency, rad/sec

INTRODUCTION

One of the primary goals of an aircraft flight test program is to estimate flight-determined aircraft character-
istics, such as the aircraft's performance, structural, and stability and control coefficients. As estimates of
these coefficients become available, they can be used to expand the flight test envelope, update the simulators,
and improve the aircraft propulsion and control systems. After the analysis of the flight test data, the estimated
coefficients can be compared with calculated and wind tunnel predictions, and this comparison can be used to
update prediction methods for the improvement of future aircraft design.

Today the primary method of obtaining estimated coefficients from flight data is maximum likelihood estimation
(ref. 1), or the output error method. The results reported in this lecture were obtained from the MMLE computer
program (ref. 2) and the more general program, MMLE 3, described in reference 3. In addition to the results
reported here, extensive worldwide experience with the use of maximum likelihood estimation on actual flight
data has been reported, as exemplified by references 4 to 17. References 18 and 19 give a comprehensive sampling
of papers reporting the results of aircraft parameter estimation. Reference 20 provides an overview of the papers
contained in reference 19.

The preceding lectures in this series provide a detailed treatment of various aspects of aircraft parameter
estimation. This lecture presents the results obtained at the NASA Dryden Flight Research Center from the
application of a maximum likelihood estimator to dynamic flight data. The estimation process and the maximum

likelihood estimator are described, and the instrumentation for and analysis of dynamic flight maneuvers are
discussed in detail. Because most of the estimation experience to date has been with stability and control
derivatives, the discussion emphasizes the estimation of these derivatives.

MAXIMUM LIKELIHOOD ESTIMATION

The aircraft parameter estimation problem can be defined quite simply in general terms. The system investi-
gated is assumed to be modeled by a set of dynamic equations containing unknown parameters. To determine the
values of the unknown parameters, the system is excited by a suitable input, and the input and actual system
response are measured. The values of the unknown parameters are then inferred based on the requirement that
the model response to the given input match the actual system response. When formulated in this manner, the
problem of identifying the unknown parameters can be easily solved by many methods; however, complicating
factors arise when application to a real system is considered.

The first complication results from the impossibility of obtaining perfect measurements of the response of any
real system. The inevitable sensor errors are usually included as additive measurement noise in the dynamic
model. Once this noise is introduced, the theoretical nature of the problem changes drastically. It is no longer
possible to exactly identify the values of the unknown parameters; instead, the values must be estimated by some
statistical criterion. For discrete time systems, the theory of estimation in the presence of measurement noise is
relatively straightforward, requiring only basic probability. In continuous time, however, the problem of
rigorously defining a useful probability measure requires background in functional analysis and advanced
probability.

The second complication of real systems is the presence of state noise. State noise is random excitation of
the system from unmeasured sources, the standard example for the aircraft stability and control problem being
atmospheric turbulence. If state noise is present and measurement noise is neglected, the analysis results in
the regression algorithm discussed in a preceding lecture.

When both state and measurement noise are considered, the continuous time theory involves extensive
mathematical background for a rigorous treatment. The algorithm that results, however, is actually quite
simple. (The results presented in this lecture were obtained with the continuous time results and discretized
only at the stage of implementation on a digital computer.)

The final problem for real systems is modeling. It has been assumed throughout the above discussion that
for some value (called the "true" value) of the unknown parameter vector, the system is correctly described by
the dynamic model. Physical systems are seldom described exactly by simple dynamic models, so the question
of modeling error arises. There is no comprehensive theory of modeling error available. The most common
approach taken amounts to ignoring It. Any modeling error is simply treated as state noise or measurement
noise, or both, in spite of the fact that the modeling error may be deterministic rather than random. The
assumed noise statistics can then be adjusted to include the contribution of the modeling error. This procedure
Is not rigorously justifiable, but combined with a carefully chosen model, it is probably the best approach available.
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With the above discussion in mind, it is possible to make a more precise mathematically probabilistic statement
of the parameter estimation problem. For each possible estimate of the unknown parameters, a probability that
the aircraft response time histories attain values near the observed values can be defined. The estimates, which
are referred to as the maximum likelihood estimates, should be chosen such that this probability is maximized.
Maximum likelihood estimation has many desirable statistical characteristics; for example, it yields asymptotically
unbiased, consistent, and efficient estimates (refs. 21 and 22).

The mathematical model for the dynamic system is

i (t) = f(x, u, ) + n(t) (1)

y(t) = g(x, u, 4) (2)

z(t) =y(t) + q(t) (3)

The noise is assumed to be zero mean, white, Gaussian, and stationary. The maximum likelihood estimates are
obtained by maximizing the likelihood functional or, equivalently, by minimizing the following negative log
likelihood functional (ref. 22):

Tl

J(J) (z - 2i)* (GG*) (z - 2 dt + Trace R (4)

where t is the Kalman-filtered estimate of y and R is the covariance matrix of the weighted observation estimation

error. This algorithm, in contrast to the extended Kalman filter method (ref. 23), uses the Kalman filter only to
estimate the states and measurements, not to estimate the unknown coefficients.

When there is no state noise, R is the null matrix and I is obtained by simply integrating the system equations;

no linearity assumptions are required. If state noise is present, the system equations must be linear in order to
rigorously define the likelihood functional as in equatioi (4). For nonlinear systems with state noise, an estimator
can be defined by replacing the Kalman filter for 2 with an extended Kalman filter, but such an estimate is no
longer maximum likelihood.

Figure 1 illustrates the maximum likelihood estimation concept. The measured response of the aircraft is
compared with the estimated response and the difference between these responses is called the response error.

The Newton-Balakrishnan (ref. 22) computational
algorithm (formerly referred to as the modified

Turbulence Noise Newton-Raphson algorithm) is used to find the
coefficient values that maximize the likelihood

Control Measured functional. Each iteration of this algorithm provides
input Test response a new estimate of the unknown coefficients on the

basis of the response error. These new estimatesof the coefficients are then used to update the mathe-
matical model of the aircraft, providing a new
estimated response and, therefore, a new response
error. The updating of the mathematical modelMathematical modelstimated continues iteratively until a convergence criterionof aicaf response - is satisfied. The estimates resulting from thisof aircraft temoprocedure are the maximum likelihood estimates.~(state estimator)

Response The maximum likelihood estimator also provides
error a measure of the reliability of each estimate based

on the information obtained from each dynamic
Newton- Maximum maneuver. This measure of the reliability, analogous

Balakrishnan likelihood to the standard deviation, is called the Cramer-Rao
computational cost bound (ref. 24) or the uncertainty level. The

Cramer-Rao bound as computed by current programs
algorithm functional should generally be used as a measure of relative

accuracy rather than absolute accuracy. Recent
insight regarding the computation and interpretation
of the absolute magnitude of the bound is discussed

Maximum likelihood in reference 25 and later in this lecture. When
eof carefully used, the Cramer-Rao bound has provenestim to be a useful tool for assessing the validity of the

aircraft parameters estimates.

At the Dryden Flight Research Center the
algorithm described by equations (1) to (4) is
currently implemented with a program called

Figure 1. Maximum likelihood estimation concept. MMLE 3. A general description of this program
is given in reference 3. The MMLE 3 program, which
is an outgrowth of MMLE (ref. 2), was developed

to satisfy the need for more versatility and is designed to handle a general set of linear or bilinear dynamic equations
of arbitrary order. All current analysis at Dryden is done with MMLE 3. Measurement noise and, optionally, state
noise (such as turbulence) are Included in the equations. The results presented in this lecture were obtained from
*he application of maximum likelihood estimation through the use of either MMLE or MMLE 3.
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INSTRUMENTATION AND DATA ACQUISITION

This section discusses the data requirements that the Dryden Flight Research Center has found to be important
for performing maximum likelihood estimation. Previous lectures have covered instrumentation requirements in
greater depth; the intention here is to place these requirements in the perspective of an overall flight test progrpm,
with the primary emphasis on the effect that the instrumentation may have on the estimation process.

Signals Required

The signals required for maximum likelihood estimation fall into two partially overlapping classes. The first
class consists of signals for which only an average value is required for each maneuver. The second class consists
of signals for which the complete time history must be available. Some signals can fall in either class, depending
on the particular maneuver or the coefficients to be estimated. Signals for which only average values are required
include those that define the vehicle configuration, flight condition, and mass characteristics. These signals need
not be recorded on the data tape; pilot lap notes or similar hand-kept records may be adequate in some cases.
However, for large numbers of maneuvers it may prove convenient to record these parameters on the data tape
in order to automate the bookkeeping.

For stability and control analysis, the vehicle configuration includes the positions of all flaps, canards, landing
gear, wings (sweep angle), engine controls, and other items that affect the aerodynamic characteristics of the
vehicle and are held fixed during a maneuver. The flight condition is defined by velocity, altitude, Mach number,
dynamic pressure, angle of attack, and other quantities used to nondimensionalize the derivatives or plot the
results. Some flight test programs may only require the estimation of dimensional derivatives, in which case
some of the nondimensionalizing parameters may not be required. The mass characteristics that should be known
are the weight, center of gravity, and inertias. These mass characteristics are usually determined from tables
based on vehicle configuration, fuel weights, and cargo loading. An accurate determination of the mass character-
istics is essential because errors in the mass characteristics result in proportional errors in the nondimensional
derivatives. Weight can be readily determined. With sufficient care, the inertias of the vehicle can be either
measured (ref. 26) or calculated; however, the ideal approach is to obtain both measured and calculated values.
A frequently overlooked quantity is the vertical center of gravity position, the importance of which is discussed
later in this lecture in reference to accelerometer locations.

The signals for which time histories are most necessary are the external inputs that vary during a maneuver
and the response variables to be matched. For stability and control analyses where cross coupling is important
(see Cross Coupling), the longitudinal response variables are needed to match the lateral responses, and the
lateral response variables are needed to match the longitudinal responses. The longitudinal response variables
are a, q, e, a n , a x , and 4; the lateral directional response variables are P, p, r, (p, a y, A, and i'. The variables

A, 4, and " are often not available; however, differentiated values of p, q, and r should not be substituted as
they add no new information. Not all the response variables must be measured for each maneuver, but the more
that are available, the more reliable will be the derivative estimates.

Aircraft carry a wide range of instrumentation to sense angle of attack and angle of sideslip, including boom-
mounted vanes, "cheek" or "chin" vanes, differential pressure ports (ref. 27), and inertial navigation systems.
Care should be exercised in choosing the type of instrumentation for derivative estimation purposes. "Cheek"
and "chin" vanes are subject to local flow effects and require extensive calibration; pressure ports are noted
for measurement lags; and inertial navigation systems do not account for wind shears or turbulence. The best
available instrumentation is probably the boom-mounted vane, as it appears to have the fewest deficiencies.
Most of the data analyzed to date at the Dryden Flight Research Center have been obtained from boom-mounted vanes.

In special situations, time histories of some of the normally constant parameters are required. The most
common example of this is the necessity for time histories of velocity and dynamic pressure if those signals change
enough during a maneuver to have significant effects on the estimates. In general, any signal that changes
significantly during a maneuver should be recorded as a function of time.

Data Quality

Considerations in the quality of data can be separated into two basic problem groups: problems that cannot
be accounted for after the data are obtained and problems that can. Examples of the first group are the data
resolution and sampling rate, and some effects of basic data filtering. Examples of the second group are found in
the specification of known instrument locations and orientations, and the effects of basic data filtering that result
in known time shifting of the data. This section contains a brief discussion of some of these problems and in some
instances shows the effect on the data or the analysis, or both.

Resolution, sampling rate, and record length

Two basic factors in data quality are the instrument resolutions and the sampling rates. Experience indicates
that in general neither of these factors alone is critical (ref. 24). However, the additive effects of these and other
problems can be significant. Fairly low resolution can be tolerated in any noncontrol measurement if measurement
noise is small. This is particularly true if many signals are used for time history matches and some of the signals
have good resolution. If the data clearly define the aircraft response and no other data problems exist, the estimator
can be expected to perform well. Much the same conclusion can be drawn in regard to the sampling rate. For
typical aircraft at typical flight conditions, sampling rates of 10 samples per second are often adequate for the
analysis (ref. 4); however, problems can arise for aircraft with fast responses or for data resulting from rapid
control inputs. Sampling rate requirements are also related to the duration of the maneuvers (ref. 28). As
discussed later under Filtering, the sampling rate is often dictated by considerations other than the estimation
procedure. Sampling rates as high as 200 samples per second are sometimes needed to filter out structural
vibrations.

To assess more completely the effect of data resolution, sampling rate, and record length on the maximum
likelihood estimates, a study was undertaken using the high quality data obtained from the PA-30 aircraft. The
data were obtained at a sampling rate of 200 samples per second on a 9-bit pulse code modulation system and
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thinned to 50 samples per second for analysis. The basic resolutions for the signals of interest are shown in the
following table. Four lateral-directional maneuvers obtained at the same flight condition and with the same

computer-generated control input were chosen
for the study. Figure 2 shows the time history

Signal Resolution of one of these maneuvers and the fit obtained

dg.............. .0.1 with the maximum likelihood estimation method.

q, deg/sec ....... 0.25 The effect of reduced resolution on these
maneuvers was assessed by obtaining estimates

.deg!/See.. 0.15 from the maneuvers with simulated reduced

(p. deg ......... .... 0.75 resolution. The resolution was reduced by
a ......... . 0.003 factors of 2, 4, 8, 16, 32, and 64 for each of
V the four maneuvers. The maximum likelihood

6 (log.............. .0.1 estimation method was applied to each case
a to obtain a complete set of lateral-directional

stability and control derivatives from the
reduced resolution data. Figure 3 shows

the data of figure 2 with the resolution reduced by a factor of 16 and the fit obtained with the maximum likelihood
estimation method. The fit is still remarkably respresentative of the actual data. Note that even at this drastically
reduced resolution, the control input in particular is still representative of the measured signal. If the control
input had been affected more dramatically by reduced resolution, the fit and estimates would have deteri-
orated greatly.

The effects of the reduced data resolution on three estimated coefficients, C , C , and C n are presented

in figure 4. There is little effect on these estimates until the resolution is reduced by a factor of 16. The reduction
of the resolution by a factor of 32 results in a significant degradation in the estimates, as evidenced by the change
in the average estimate and the increased scatter of the estimates. These results indicate that for high quality data,
fairly low resolution can be tolerated without significantly reducing the quality of the estimates. For poorer data
where greater nonlinearity is present, reduced resolution should be expected to have a larger effect on the fit and
the estimates.

Flight
---- Estimated

40

deg
-40 J

-.1

40]
deg 0

-40 1

deg/sec 0

-40
10,

P 20

deg/sec 0
-101

20

degs
-201I0 . . . .

0 1 2 3 4 5 6 7 8 9 10

Time, sec

Figure 2. Fit of computed and flight data for lateral-
directional maneuver.
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Figure 3. Fit of computed and flight data of figure 2 Figure 4. Selected stability and control derivatives
with resolution reduced by a factor of 16. as functions of measurement signal resolution.

The computer time required to perform a derivative estimation is directly proportional to the number of data
points, which is proportional to the sampling rate and record length. In addition, lowering the sampling rate
results in lessening the requirements on the data acquisition system. However, the sampling rate and record
length obviously have lower limits where any greater reduction would result in meaningless estimates (ref. 28).
To determine these lower limits, the four lateral-directional maneuvers were analyzed for data obtained at a basic
sampling rate of 50 samples per second and for data with sampling rates reduced by factors of 2, 3, 4, 5, 10, 15,
and 20. This resulted in sampling rates from 2.5 samples per second to 50 samples per second. The estimates of
the derivatives were obtained for each maneuver at each sampling rate. Figure 5 presents the estimates of C ,

C2  , and Cnr as functions of sampling rate. For this aircraft, the estimates show little change until the sampling

a

rate is reduced to less than 5 samples per second. At a sampling rate of 2.5 samples per second, the estimates of

C2 and C2  become unacceptable.

Since the number of data points used is a function of both the sampling rate and the record length, it is of

interest to investigate the combined effect of sampling rate and record length. To evaluate this effect, the same

four maneuvers were analyzed using only one-fourth of the total record. The data used include the portion of each

maneuver where the control input occurred and correspond to the time segment from 1 second to 3.5 seconds in

figure 2. The results of this analysis are presented in figure 6 for C2 , C2  , and C n The scatter in the
a

estimates for C R and C n is unacceptable for all sampling rates. The estimates of C Q are unaffected by sampling

rate; the record length also has no effect on the estimates of C R6 , as might be expected since the control input

a

portion of the maneuver was retained. (It should be noted that the same number of data points are used for the
analysis of the entire record length at 12.5 samples per second (fig. 5) as are used for the quarter record length
at 50 samples per second (fig. 6).) For C Q and Cn , the scatter is five to ten times as great for the shorter record

length. This result indicates that, in the absence of other considerations, reducing the sampling rate is more

effective than reducing the record length as a method of reducing the total computer time required without greatly

degrading the quality of the estimates.

The preceding results indicate that fairly low reso ution or sampling rate can be tolerated on this aircraft for

the derivatives shown. If the resolution and sampling rate were reduced simultaneously, the magnitude of the

tolerable reductions might be smaller.
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Figure 5. Selected stability and control derivatives as Figure 6. Selected stability and control derivatives
functions of sampling rate for original lateral- as functions of sampling rate for the one-fourth
directional maneuvers, record length lateral -directional maneuvers.

Filtering

Sometimes data must be filtered prior to analysis to remove unwanted noise from the measurements. In
general, however, unnessary filtering of data should be avoided. One of the primary problems caused by filtering
is the introduction of phase or time shifts in the data, the effect of which is discussed in the next section. If
filtering is necessary, all filter roll-off frequencies should be kept much higher than the aerodynamic frequencies
of interest.

Figure 7 shows a longitudinal time history obtained from the oblique wing aircraft (ref. 17). Due to the
construction of the vehicle, it was difficult to mount the instrumentation package in a vibration-free environment.
Therefore, to analyze the data, the structural noise (particularly evident on a n and q) was reduced with a digital

filter. The specification of the filter characteristics was based on the results of an analysis of the power spectral
densities of the measured data. The power spectral density of the an signal (fig. 8) shows several modes between

40 and 80 hertz, and one broad mode centered at 17.7 hertz. The strong peak at 60 hertz is a result of engine
vibration. Based on the power spectral density analysis, it was determined that a notch filter at 17.7 hertz and
a third-order Butterworth low-pass filter with a break frequency of 20 hertz (ref. 17) would remove most of the
noise from the signals shown in figure 7. The power spectral density of the filtered an signal is shown in

figure 9. A significant reduction in the power at 17.7 hertz and above 20 hertz is apparent. All the data in
figure 7 were filtered with the same filter, and the filtered data are shown in figure 10. Marked improvement
in an and q is apparent in the filtered data with no noticeable phase shift or attenuation in the aerodynamic responses.

If the unfiltered data are thinned below 200 samples per second, aliasing of the 40-hertz to 80-hertz structural
responses becomes a problem. In the thinned data, these responses are folded down to lower frequencies and
cannot be separated from the rigid-body response. The folding is illustrated by figure 11, which is the power
spectral density of the unfiltered a n signal thinned to 25 samples per second. The structural modes from

figure 8 have folded down and spread over the spectrum between 0 hertz and 12.5 hertz, with the result that the
spectrum is nearly white. It would be almost impossible to recover a good signal from these data; therefore,
200-sample-per-second data were necessary for filtering out the structural response. After filtering, the data
were thinned to 25 samples per second for analysis.
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Time Shifts

The maximum likelihood estimator is very sensitive to small time or phase shifts between parameters (ref. 29).
One cause of such shifts is the instrumentation filtering discussed in the previous section. If it is not possible to
avoid filters, all the measurements should be filtered with the same filter, or phase shift corrections should be
applied to the raw data for all the filtered measurements.

Time shifts may also be caused by the effects of data sampling. Most data sampling techniques result in small
time skews between parameters. For example, if the data are sampled at 10 samples per second, the sample of
one parameter may be separated by up to 0.1 second from the sample of another parameter in the same time frame
of data. The maximum likelihood estimation algorithm assumes that all measurements in one time frame are
sampled simultaneously, so any time shift causes errors in the estimated coefficients. This type of time shift
becomes particularly important when the control input is sampled at a significantly different time tnan one or more
of the response measurements within the sample interval. If the skew due to sampling is large, its effect can be
compensated for by time shifting the appropriate signals before the analysis is begun.

There are causes for time or phase shifts other than filtering and sampling, such as the lag in the response
of pressure instrumentation when long tubes are involved (ref. 27). Whatever the cause of these shifts, every
effort must be made to eliminate or account for them if the estimation process is to yield high quality estimates.

The effects of time and phase shifts in the flight data on the stability and control derivative estimates are
documented in reference 29. An example from reference 29 of the effect on L of a time shift in p, P, or 6 a is

shown In figure 12. The yaw rate, r, and lateral acceleration, ay, were also used in the analysis, but they

were not time shifted. The zero-shift value is assumed to be the correct value, and a positive shift indicates that
all the other signals lead the shifted variable. As shown in the figure, shifts in p or 6 a have significant effects

on the estimated value of L . A positive time shift of 0.1 second for 6 a results in a 50-percent error in L . A

negative time shift of 0.1 second in p also results in a 50-percent error. Time shifts larger than 0.1 second have
been observed in flight data. Reference 29 shows similar results for most of the stability and control derivatives
of five aircraft, although the magnitude and direction of the effect of the shift on the derivatives are not necessarily
the same as shown in figure 12.
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Measurement Corrections

Instrument positions and angular orientations in the aircraft are important factors in analyzing flight data.
There are usually no particular requirements on where the instruments must be, but it is important to know
precisely where they are in order to account for the effects of their displacement from the center of gravity.

Knowing the positions of the accelerometers and the angle-of-attack and angle-of-sideslip vanes is
particularly important in estimating stability and control derivatives. If these instruments are offset from the
center of gravity, corrections can be made in the analysis. If the data are not correeted for vane location, the
fit of the data will be poor, particularly when angular rates are high. If the data are not corrected for accelerometer
position, some of the estimated derivatives (C y and CL . in particular) will be affected.

If the correction for accelerometer location has not been made, it usually becomes evident when the measured
and estimated data are compared. In figure 13(a), for example, the fit of the flight and estimated data for the
3/8-scale F-15 remotely piloted research vehicle (RPRV, ref. 30) for roll rate, p, is excellent, but there are some
discrepancies in the fit of the data for a y, particularly where 0 is large. This is the type of mismatch that occurs

if the accelerometer location is different from that assumed in the model. If a more precibe uetermination of the
location of the lateral accelerometer is made and included in the estimation process, a better fit results. The fit
that resulted when the assumed vertical location on the RPRV was changed by 15 centimeters (which corresponds
to 40 centimeters on an F-15 aircraft) is shown in figure 13(b). The fit for a is much better and the fit for p is
slightly improved. Y

It might be thought that such a small inconsistency would have an insignificant effect on the estimates of the
derivatives. Figure 14(a) shows the coefficient C estimated from the accelerometer position assumed in

figure 13(a); figure 14(b) shows the coefficient estimated when the assumed accelerometer position was ehang-d
by 15 centimeters, as in figure 13(b). The values of Cy in figure 14(b) are approximately 50-percent gretr

in magnitude than those in figure 14(a). Obviously, the stability and control derivative estimates are (n'lsiti

to instrument location.
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While instrumentation and data acquisition can pose unexpected problems for the analyst, these problems can
usually be overcome by care and planning. The analyst need only know what the instruments actually measure
and to what effects the estimator is sensitive.

ESTIMATION EXAMPLES

For 13 years, the NASA Dryden Flight Research Center has used the maximum likelihood technique to estimate
stability and control derivatives from flight data. During this time, a considerable amount of experience has been
gained in both the theoretical and practical aspects of using this method. Dryden has obtained stability and control
derivatives with this method from over 3500 maneuvers from 32 different aircraft including many unusual config-
urations. Among these aircraft have been a hypersonic rocket-powered research vehicle (the X-15); a series of
lifting bodies (the M2-F2, HL-le, M2-F3, X-24A, and X-24B); two large commercial airliners (the CV-990 and
B-747); several general aviation aircraft (including the Piper Twin Comanche and the Beech 99); a high-altitude
reconnaissance aircraft (the YF-12); two large supersonic bombers (the B-70 and B-i); several remotely piloted
aircraft (including an oblique wing aircraft, the Firebee, the Minisniffer, and the spin research vehicle); a large
number of fighter aircjaft (the F-8, F-11i, F-111 transonic aircraft technology (TACT), F-14, F-15, YF-16, and
YF-17); and the space shuttle and space shuttle carrier aircraft. The flight conditions have included Mach numbers
up to 5, altitudes up to 30 kilometers, angles of attack from -20P to 530, and normal accelerations up to 4 g's.
Virtually all derivative extraction at the Dryden Flight Research Center is now done with maximum likelihood
estimators.

Most of the stability and control analysis at Dryden has been done with a simple linear model, but occasionally
a more complete model Is needed. In general, the MMLE 3 program is capable of handling both types of analysis.
An example of the more complete, five-degree-of-freedom model is given in the appendix. For a linear model,
equations (1) and (2) can be written in the following form:

i(t) = Ax(t) + Bu(t) (5)

y(t) = Cx(t) + Du(t) (6)
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The simple linear two-degree-of-freedom model for the longitudinal dynamics of an aircraft is given by the
following equations.

d W Z a I (-sin 0) (cos cp)g/V a (t) e Z0

Mt<t)= i~(t) M Mq 0 q , + M M 0  
6 et)] (7)

6() 0 cos T 0

1 0 0 0
0 1t _-

(-) (t) 0 a 0

z (t) = y(t) + 1(t) (9)

*=(Za Ma Mq Z~e Me ZOMO 0O an'bias)

J() of equation (4) is then minimized over the time interval T by adjusting the five stability and control derivatives
and the three bias terms in the vector 4 to minimize the difference between the measured response and the computed
response, z(t) and i(0 !

The simple linear lateral-directional model is given by the equations
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These models are representative of most aircraft at many flight conditions, but occasionally unusual aircraft
configurations, unusual analysis requirements, or unusual flight conditions create special problems for the analyst.
Several of these problems are discussed in the sections that follow.

Measures of Estimate Accuracy

With any parameter estimation method, it is important to have a measure of the accuracy of the estimates. In
the absence of modeling error or bias, the scatter of the estimates is a reasonable indication of the overall accuracy.
Accuracy can also be assessed by observing the consistency of the trend in the estimates as a function of the
primary variables defining the flight condition, such as angle of attack or Mach number. However, if only one or
two cases are available at a given condition, neither the scatter nor the established trend can be evaluated. In
addition, even when many cases are available, it is useful to have an indication of which individual estimates are
the most reliable. The Cramer-Rao bound provides the best known analytical measure of the accuracy of each
estimate.
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Common accuracy measures

The Cramer-Rao bound for unbiased estimators is

Variance g~) a {EJIV~ log p(Z ] IV~ log P(/0*l (13)

This equation gives only a lower bound for the variance of the estimates. The maximum likelihood estimates,
however, are asymptotically efficient; this means that for large time intervals, the variance is approximately equal
to the expression in the above inequality, provided that the system and noise are correctly modeled.

For the no-state-noise case, equation (13) can be evaluated as

Variance Q)- Vi(* (GG*) -1 [Vi t (t)] dtl (14)

When state noise is present, it is awkard to compute the exact Cramer-Rao bound, but Balakrishnan has shown
(ref. 22) that equation (14) approaches the bound for large time intervals. The expression in equation (14) is
easily shown to be the inverse of the portion of the second gradient matrix used in the Newton-Balakrishnan
algorithm. Most maximum likelihood estimation computer programs compute this matrix, so the Cramer-Rao
bounds are available with negligible extra computational effort.

The matrix used in the Cramer-Rao bound is referred to, before inversion, as the Fisher information matrix.
Tvo other measures of estimate accuracy based on this matrix are in common use-the sensitivities and the correla-
tions. In some instances, these quantities are poor measures. The Cramer-Rao bounds include the desirable
properties of both the sensitivities and the correlations.

A diagram is helpful in illustrating the features of the three accuracy measures just mentioned. Consider a
system with only two unknown parameters, and assume the cost functional, J(Q), is quadratic in these two parame-
ters. The locus of points at which J (Q) is constant is an ellipse centered at the minimum point of J(Q). The sketch
below shows such an ellipse where the constant has been chosen such that there is a 63.2-percent (lo) probabil-
ity that the true value lies inside the ellipse (shaded area).

42

C2

Si Cl

The sensitivities are defined as the square roots of the diagonal elements of the Fisher information matrix.
The inverses of the sensitivities are indicated on the diagram by the points S1 and S 2 . As shown, the sensitivity
measures how much an individual coefficient can change when all the other coefficients are fixed, without leaving
the shaded area. The sensitivity is known to be a poor measure of accuracy because it neglects all correlation
between coefficients. The value of 1 can be increased to about five times S, without leaving the shaded area, if

2 is increased correspondingly.

The correlations (normalized off-diagonal elements of the inverse of the information matrix) are related to
the eccentricity of the ellipse. As has just been demonstrated, the eccentricity is important in gauging the
accuracy of the estimates. The correlations do not tell the full story, however, as they give no information on
the size of the ellipse. A small ellipse with high eccentricity obviously provides better estimates than a large
circle. Thus, accurate estimates can exist with high correlations, and inaccurate estimates can exist with low
correlations, which are undesirable properties for a measure of accuracy. Other problems with the correlationsI
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arise if more than two unknowns exist, because the correlations are essentially two-dimensional tools, in the same
sense that the sensitivities are one-dimensional tools.

In regard to the above diagram, the best measure of the accuracy of 4, is the largest value of 4, contained

inside the ellipse (hyperellipse, if there are more than two unknowns), regardless of the values of any other
unknowns. This value is indicated on the diagram by C1 , and the corresponding value for 42 is indicated by

C2 . The values of C1 and C2 are given by the Crarner-Rao bounds (the square roots of the diagonal elements of

the inverse of the information matrix). It is evident that the Cramer-Rao bound takes into account the eccentricity
(correlation) and size (sensitivity) of the ellipse in precisely the correct manner. In addition, the Cramer-Rao
bound remains valid in any number of dimensions because it accounts for multidimensional correlations of
any order.

No discussion of estimate accuracy is complete without a mention of modeling error. It is difficult even to
define estimation accuracy unless the system is described exactly by the assumed dynamic model with some
"true" values of the parameters. Physical systems are seldom so agreeable as to conform exactly to simple
dynamic models. Neither the Cramer-Rao bound nor any other known technique can evaluate all the possible
effects of modeling error with complete confidence. All the attempts known to the author have involved modeling
the modeling error. Although such efforts can provide improved fidelity and better understanding of the effects
of specific errors, they are circular in nature and do not address the basic theoretical problem. Therefore, the
Cramer-Rao bound should not be taken as an incontestable value for the accuracy of the estimate, but instead as
one of the tools available to assist in the evaluation, The usefulness of this tool has been well established in
practice in many investigations; examples are given later in this lecture.

Assessment of Cramer-Rao bounds

In spite of the strong theoretical rigor behind the Cramer-Rao bound, it would be wise to evaluate its reason-
ability in applications to typical aircraft data before placing too much dependence on it. A simple reasonability
check can be made by comparing the Cramer-Rao bound with the amount of scatter of the estimates. Figure 15

illustrates this comparison for simulated data with
T artificial Gaussian white measurement noise. The

.0012- Cramer-Ra bound scales of the figure are expanded to show the effect.
The symbols indicate the maximum likelihood esti-
mates of Cn and C~ based on the data from 18

.0011 IL, simulated maneuvers with measurement noise added.
Derivatives and input signals were taken from the

Cn PA-30 flight data discussed in the following paragraph
.0010 and used to create the simulated data. The magnitude

per deg of the simulated measurement noise was chosen to

make the scatter of C, and C typical of the scatter

.0009 observed in flight data. The vertical bars show the
magnitudes of the Cramer-Rao bounds. In theory,
the magnitudes of the Cramer-Rao bounds should

.0008 approximately equal the standard deviations of the
estimates. This can be visually verified in figure 15.

-.0004 Although the Cramer-Rao bound checks out

excellently on computed data, it has long been known
Pr that a large anomaly exists in results from flight data.

C -.0006 -T Figure 16 shows a comparison of the same type as that
shown in figure 15, except that the actual flight data
from the PA-30 aircraft were used to obtain the deriva-

per deg tive estimates and the Cramer-Rao bounds. These
data were obtained at the same flight condition as was

used for the simulated data. The data scatter in
F .0u1e figure 16 is obviously far greater than predicted by

.01 the Cramer-Rao bounds. This phenomenon of greater
7.6 8.0 8.4 8.8 9.2 9.6 scatter than predicted by the Cramer-Rao bound is

a, deg common to all flight data. In reference 24 it was
proven useful to multiply the Cramer-Rao bound by
a factor of 5 to 10 to make the bound representative

Figure 15. Stability derivative estimates and of the scatter observed in flight data. (The Cramer-Cramer-Rao bounds for computed data. Rao bound times this factor is called the uncertainty
level.) The factor was purely empirical, and no

rigorous theoretical explanation was available for why the disagreement existed or whether it could be properly
accounted for by a constant factor. The necessity for this unexplained factor considerably weakened the confidence
that could be placed in the Cramer-Rao bound.

Recent investigations have shown that the disagreement can be explained by carefully accounting for the spectral
characteristics of the residual errors of flight data. Previous analysis has assumed that the measurement noise was

band-limited white, with the band limit equal to the Nyquist frequency, A (typically 10 to 25 hertz). A band limit

of approximately I hertz is more typical of that observed in actual data, but the Nyquist frequency was chosen as
the assumed band limit because the frequency of the band limit did not seem important. In addition, the assumption
of the Nyquist frequency greatly simplified the analysis in the discrete time case since the noise samples at each point
were then independent. However, if the primary analysis is done in continuous time and discretized for the actual
computation only at the last step of analysis, it is equally easy to assume any band limit. In fact, both the maximum
likelihood estimation algorithm and the Cramer-Rao bound are unaffected by the band limit in the continuous
time analysis.
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This result seems to verify the earlier assumption that the bandwidth is unimportant to the analysis. However,
the bandwidth is also used explicitly (in the continuous time case) or implicitly (in the discrete time case) to

determine the weighting matrix, (GG*) - 1 , from real data. The usual procedure to compute GG* is to compute the
the total power of the residual error and divide by the Nyquist frequency; in the discrete time case, the total
power itself is used and the division by the Nyquist frequency is done implicitly in the algorithm.

The source of the problem can be easily seen: If the band limit is lower than the Nyquist frequency, the usual
computation of the spectral density will be incorrect; the total power should properly be divided by the actual band
limit instead of the Nyquist frequency. Since actual data are not strictly band limited but decrease in power over
a finite frequency range, some error is inherent in selecting any single frequency as the band limit. This error,
however, would be of an acceptable magnitude, unlike the factor-of-25 error between a realistic 1-hertz band limit
and the 25-hertz Nyquist frequency of data obtained at 50 samples per second. Since the Cramer-Rao bound is
given by the square root of equation (14), errors in the determination of the spectral density, G, will directly
influence the bound.

The flight data from figure 16 can be used to illustrate these principles. An average band limit of approximately
1 hertz was observed in the power spectral densities of the residual measurement errors. Using this band limit
increased the estimate of G by a factor of 5 over that obtained when the 25-hertz Nyquist frequency was assumed
to be the band limit. Figure 17 shows the resulting Cramer-Rao bounds, which are five times larger than those
in figure 16. The agreement between the scatter and the Cramer-Rao bounds is much better in figure 17.

Naturally, the same band limit does not have to be used for all the signals. If different band limits are used,
the change in the Cramer-Rao bound cannot be expressed as a simple factor, but the bound can still be computed
simply by using the correct G matrix. Other acceptable methods of estimating G are available, including direct
examination of the magnitude of the power spectral density of the residual error.

These results are consistent with the good agreement already observed on simulated data because the additive
noise used with the simulated data studies was band limited at the Nyquist frequency. Recent simulated data
studies have succeeded in reproducing the disagreement observed in flight data by using simulated noise with
lower bandwidths. This lends support to the interpretation of the Cramer-Rao bound presented here.

Linear Dependence Problems

Many of the difficulties in estimating stability and control coefficients from flight data fall into the categor of
linear dependence problems; that is, two or more of the variables to be estimated are linearly dependent and
cannot be separately estimated from the data available. A simple example of linear dependence occurs in an
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Figure 17. Stability derivative estimates und
Cramer-Rao bounds for flight data obtained by
modifying assumed spectral densities.
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undamped lateral-directional maneuver. In this type of maneuver, P, p, and r are all pure sinusoids; therefore,
any one of the signals can be written as a linear combination of the other two.

There are two basic causes of linear dependence problems. One cause is an overly complex model. There
is a temptation for the analyst to make the model as detailed and accurate as possible, including every term that
might conceivably arise in any situation. The increased computational costs are accepted in exchange for the
presumably increased accuracy and greater generality. If the additional terms are completely known, as in the
case of kinematic cross-coupling terms (see Cross Coupling section), there are no particular problems with this
approach. However, the additional terms often include unknown coefficients, which must be estimated along
with the basic stability and control derivatives. If too many coefficients are unknown, there will not be enough
information in the data to obtain accurate estimates. Not only will the estimates of the added coefficients be poor,
but the estimates of the basic coefficients will also be degraded. Therefore, a complicated model can actually
result in poorer estimates rather than increased accuracy. In some cases, the algorithm will not converge and
no estimates can be obtained. Because of these difficulties, a program should not be set up to handle all situations,
then left in the hands of an inexperienced technician. Rather, the program should be designed for a basic set
of equations, with options or modifications to apply to specific circumstances. The analyst must have the experi-
ence, or be guided by someone witht the experience, to recognize the important factors in each situation and
invoke the appropriate options or modifications.

The second cause of linear dependence problems is inadequate control input. If the input used does not
adequately excite all the dynamic modes of the model, it may not be possible to estimate all the coefficients. Problems
with inadequate control inputs are common when the airplane is flown with the stability augmentation system (SAS)
on. Without additional information, it is impossible to adequately distinguish between the basic airframe damping
and the damping induced by the control feedback. To obtain derivatives from SAS-on maneuvers, each control
surface must have an independent control input in addition to the SAS feedback.

The Cramer-Rao bounds (or, more precisely, the uncertainty levels described in the section on Cramer-Rao
bounds) can be used as a tool for evaluating whether linear dependence problems exist. Figure 18 shows estimates

Flap of Cn for a PA-30 airplane at three flap settings.
deflection P

There is a significant amount of scatter, and little
o Zero information about Cn can be gleaned from this
0 One-half Pfigure. In figure 19, the same data are shown

.80 -A Full with uncertainty levels. The points with small
Cramer-Rao bounds lead to a well-defined fairing
when the points with large Cramer-Rao bounds

.40 - are ignored.

In an attempt to discover the reason for the
poor Cramer-Rao bounds associated with some of

0 12 A the data in figures 18 and 19, the data from rud-np 0 ---- rm0 ( A der and aileron maneuvers were plotted separately
perArad A 0 (fig. 20). The data from the aileron maneuvers

-. 40 - 0 0 O form a well-defined line with little scatter and good
0 Cramer-Rao bounds, but the rudder maneuvers

result in a large amount of scatter and poor

Cramer-Rao bounds. It is obvious that the rudder
.80 pulse does not excite the airplane motion adequately

for identification purposes. To best identify all
the stability and control derivatives of the PA-30

-1.20 L I airplane, maneuvers with both aileron and rudder
-2 0 2 4 6 8 10 inputs should be used. As a substitute, an aileron

a, deg maneuver can be analyzed along with a rudder
maneuver to obtain a single set of estimates based

Figure 18. Variations of C with angle of attack on both sets of data. Figure 21 shows the same
np data as in figure 20, reanalyzed with the multiple

without uncertainty levels, maneuver approach. The scatter and poor Cramer-
Rao bounds have disappeared, and the fairing from

the aileron maneuvers is shown to be a good representation of the response to both aileron and rudder pulses.

These PA-30 data provide a good example of a linear dependence problem and the use of the Cramer-Rao bound
to deduce the reasons for the problem and devise a solution.

Aircraft Scale Effects

One way to assess the quality of flight estimates is to compare the estimates with predictions from other sources.
When making this comparison, great care must be taken to assess any possible sources of error that may contaminate
the estimates or predictions. Errors may enter the flight-determined maximum likelihood estimates from many
sources, some of which are discussed elsewhere in this lecture. Sometimes, after all apparent sources of error
have been investigated, differences between the estimates still exist. Such differences have been observed when
comparing wind tunnel estimates with flight-determined estimates. The differences are frequently attributed to
either scale effects or the differences in aerodynamic flow between the static wind tunnel tests and the dynamic
flight maneuvers. It is therefore of interest to compare flight-determined estimates from the same configuration
for two scales.

The F-15 airplane (described in ref. 31) and the 3/8-scale model F-15 RPRV (ref. 30) are of the same configura-
tion. Other than scale, the primary difference between the two vehicles is that the F-15 RPRV is unpowered with
blocked inlets and the F-15 airplane is powered.
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Stability and control maneuvers were performed on the F-15 airplane and the F-15 RPRV. The maneuvers
on the F-15 airplane were performed at three engine mass flow rates to assess the effect of the propulsion system
on the stability and control derivatives. A complete set of stability and control derivatives were obtained for
both vehicles using the maximum likelihood estimation method. These derivatives were obtained on both vehicles
over an angle-of-attack range of approximately -150 to 200. The propulsion system appeared to have little effect
on the derivatives. In general, very good agreement was found between the estimates from the two vehicles.

Figure 22 shows the maximum likelihood estimates of Cn P, C nr and Cn from the F-15 RPRV. The vertical
rr

bars represent the uncertainty levels (see Cramer-Rao bounds section). The fairing of the data was determined
by considering the estimates with the smaller uncertainty levels to be more reliable. Figure 23 presents estimates
from the F-15 airplane of the same derivatives in the same format. The various symbols represent various mass
flow rates. The fairing from figure 22 is repeated in figure 23. The agreement between the two vehicles is good

for C and C . The trend for C is the
Flap n P nr n 8

deflection same for both vehicles, but the F-15 airplane

o Zero indicates more rudder control effectiveness.
o One-half There is no trend in C for the F-15 airplane
0Full r.80 -to indicate that an extrapolation of the mass

i Uncertainty level flow rates would account for this difference.
.4 Since C and C for the two vehicles are.40 -- n nr

in good agreement, it is unlikely that an error
in dynamic pressure or the moment of inertia

C -difference. Therefore, the difference in C
nI n8

Cpe Uncertainty between these vehicles may be attributable to
perIFa -.40 - level fairing scale effects.

80 T Structural Modes

The identification of structural coefficients
from flight data is of great importance to the

-1.20 I overall definition of the aircraft characteristics.

-2 0 2 4 6 8 10 Research is currently being conducted in this
area by many aircraft organizations, and

a, deg certain successes have already been reported
(ref. 11). Structural modes are also of interest

Figure 19. Variations of C with angle of attack when performing a stability and control analysis.

with uncertainty levels.

.80 - Rudder maneuvers Flap

deflection

.40 -0 Zero
0 One-half
A Full

Cn' 0 1 Uncertainty level

P, - - - Fairing
per rad_.4-+-.40

-. 80

-1.20 I I

.40 - Aileron maneuvers

P 0
per rad - 614a - 0 - -

-. 40 - I I I
-2 0 2 4 6 8 10

a, deg

Figure 20. Variation of Cn with angle of attack for rudder and aileron maneuvers.

p
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When data measured for stability and control analysis are corrupted by structural vibration, several techniques
are available for treating the data to improve the results of the analysis. Three of these techniques- the removal
of the structural effects, pseudostatic structural modeling, and dynamic structural modeling-are discussed in
this section.

The most common approach to structural vibration problems is to remove the effects of the structural vibration
as shown in the Filtering section. This approach assumes that the structural vibration is at relatively high
frequency and therefore uncoupled from the rigid-body oscillation. The power spectra of the signals are obtained,
and digital notch or low-pass filters are designed (ref. 32) to remove the structural effects without degrading the
rigid-body data. Care must be exercised to avoid introducing data time skews by filtering. Such time skews
could present more problems than the original structural vibration (ref. 29). The advisable approach is to filter
all the signals with the same digital filter. The necessity for such digital filters must be considered when the

data system sampling rates are chosen. Sampling
Flap rates of 100 to 200 samples per second are often

deflection required for input to the filter, even though the
filtered data are only used at 10 to 50 samples

o Zero per second (ref. 17). The increased sampling
0 One-half rate requirement can be eliminated by using
A Full active aa3o)g filters before the data are sampled;

however, tw method creates other problems.
" Uncertainty level For example, the unfiltered data measured by

Fairing from aileron the sensor cannot be recovered and the filter
maneuvers characteristics cannot be changed after the

.40 flight. Also, the addition of analog filters
requires hardware changes in the data system.
Passive analog filters should be avoided if

Cnp possible, because the filter break frequency,
p 0 and thus the time lag, changes with the impedence

per rad _-uV_ . _Jz loading. Unless the lags are very small, each
passive filter in the system must be checked to

I determine its actual lag.

-2 0 2 4 6 8 10 High-frequency structural vibration in the
a, deg measurements is often due to mounting the instru-

Figure 21. Variation of Cn with angle of attack ment package on a flexible member. Therefore,
p the effects of such vibrations on the data can

for multiple maneuver analysis. often be alleviated by mounting the instrument
package at a location less subject to vibration.
Obviously, such a solution is not always
practical, as shown in an earlier example

Uncertainty level (Filtering section). Corrected mass

.004- flow rates,
kglsec

C ___ 40 to 60
nn 60to 80

80 to 100

.004 Uncertainty level

4-
Cn 

0

2

Cn r 0_ 2

-2 -nr 0

-4 -2,

0- 0-

Cn -. 002- -. 002

-. 004 -. 004-
-20 -10 0 10 20 -20 -10 0 10 20

a, deg a, deg
Figure 22. Selected low-speed stability and Figure 23. Selected low-speed stability and control
control derivatives as functions of angle of derivatives as functions of angle of attack obtained
attack obtained from 3/8-scale F-15 RPRV. from F-15 airplane at three engine mass flow rates.



The second approach to accounting for structural effects is pseudostatic structural modeling. This approach
is appropriate for aircraft that deform under load, causing the vehicle shape to be significantly different for different
flight conditions. For such aircraft, the aerodynamic coefficients are functions of load factor, or more precisely,
dynamic pressure. This pseudostatic deformation effect requires no modification of the analysiL; technique. It
does, however, require the investigation of a wide range of flight conditions to determine the trends of the
coefficients as a function of flight condition.

The stability and control derivatives determined from flight data can be quite insensitive to pseudostatic
structural deformations. Figure 24 shows flight-determined estimates of CN and Crab for an F-111A airplane

a 8e

a n , n with a wing sweep of 580 and load factors

of I1to 3 g's (ref. 33). Although the F-111A
0 1.0 airplane is fairly large and relatively flexible
0 1.5 longitudinally for a fighter airplane, no effects

1 2.0 of structural deformation on the estimated
+ 3.0 stability and control derivatives are apparent

× 1.0 in the data shown.

Uncertainty level The third method of accounting for

Faiing is of lg flight data structural effects is to dynamically model
the structural modes and their interactions
with the aerodynamics. For large flexible

.16 aircraft, where the structural modes have
low frequencies and couple significantly
with the rigid-body motion, this may be the

.12 only applicable analysis technique. This
CN is a currently active research area, and

N many investigations are addressing theS .08
per .. "structural identification problem. Therefore,

per dg no definite list is available of the instrumenta-

.04 tion, maneuvers, and ground test data
required to obtain accurate coefficient esti-

S I-mates in the presence of dynamic aerostruc-
0- tural interaction.

.02 Even though no completely satisfying
practical results are available that account
for structural modes and their interactions

0 with the aerodynamics, it is interesting to

Cm assess the time domain maximum likelihood
6 analysis of the structural modes independent

e -02 of any interaction. This can be done where
pdg a structural mode is observed and no signifi--. 04 

cant coupling is apparent.
K

Figure 25 shows a structural mode on the
-. 06 _L -1 lateral acceleration of an aircraft where little

0 2 4 6 8 10 12 14 16 effect was observed for structural/aerodynamic
coupling. The frequency of the mode is high

a, deg enough so that the mode does not interact with
the aerodynamic modes. Therefore, the sta~-

Figure 24. C and C for an F-li1A airplane with ty an c ode s ere obta
n m e  bility and control derivatives were obtained

a e separetely and held constant for the succeeding

a wing sweep of 58' for elevated g flight, analysis. The analysis consisted of using
the maximum likelihood estimati. n program
MMLE 3 (ref. 3) with a sixth- order model
that included the lateral--directional aero-
dynamic modes plus one structural mode.

1500 The dynamic pressure and the velocity
q, Vwere allowed to vary in the analysis.

N/mn2  The structural mode frequency and damping

1250 7- I were estimated as linear functions of dynamic
pressure. The initial conditions were also
estimated. A structural mode frequency of
7.84 hertz was chosen to start the estimation
process. The comparison between the original

0 data and the fit obtained with the maximum
Y, .likelihood estimation method is shown in

9 -. figure 26. The two time histories are in good

2 l I I agreement at the beginning of the maneuver

0 .2 .4 .6 .8 1.0 1.2 1.4 and at the end of the maneuver, but they are
1800 out of phase at a time of approximately

Time, sec 0.3 second. The fit shown in figure 26

suggests that the maximum likelihood estimator
Figure 25. Structural mode oscillation observed on the has reached a local minimum but not the global
lateral acceleration. minimum. Multiple minima are not normally

a problem when obtaining the stability and
control derivatives with the maximum likelihood
estimation method. They can be a problem,

however, if a technique is used that incorpo-
rates the extended Kalman filter. Multiple



- - Flight minima have been observed when the short-period
-... Estimated and phugoid modes are analyzed simultaneously

with the maximum likelihood estimation technique., 1500 |This problem is caused by the long record length
. .. 2 required to identify the coefficients of the phugoid

Nm2  I [ I [ mode. The long record length dictates that many
1250 cycles of the short-period mode occur and, if the

short-period coefficients are not started very close
to the correct answer, multiple minima occur.

.1 Experience has shown that it is best to first deter-
a 0 f, mine the short-period characteristics and thenY-/ 'hold those constant while the phugoid characte istics
g are determined (ref. 34). The problem observed

.'2 L_______________ _ in figure 27 is similar to the short-period analysis
0 .2 .4 .6 .8 1.0 1.2 1.4 discussed above in that many cycles of the struc-

tural mode are observed.
Time, sec

The reason for the multiple minima is demon-Figure 26. Fait of measured end computed lateral strated by the following simple scalar example.
acceleration obtained when maximum likelihood Let the noiseless measured response be
estimator converged to local minimumW z(t) = sin (o 0 t) and the estimated response be

2 = sin (ot), where w is the only unknown coefficient. Then, by equation (4), the cost functional becomes

T

J(to,T) = f [Isin (c 0 t) - sin (O t)] 2 dt

0

T- 1 sin (2n 0 7") - - sin (2(,T)

2w ( 2 sin ((tT) cos (( 0 T) - cos ((,)T) sin (,oT)
o,, - ( , 0 2 L ) 0(- 1

If T is chosen to represent 10 cycles as shown in figure 26, then for an c 0 of 1 radian per second, T equals 20n.
In figure 27, the cost functional J (wc, 207r) is shown as a function of w. The global minimum is at an wc of 1 radian
per second, as it should be, but there are many local minima at increments of approximately 0.05 radian per second.
If a value of less than 0.97 or greater than 1.03 were chosen for a starting estimate of wc, the algorithm would

120' converge to a local minimum. If a value of between
0.98 and 1.02 were chosen, it would converge to
the global minimum. Therefore, for this example

Region of convergence where 10 cycles were observed, the starting value
80 of (o must be less than 3 percent from the correct

Sanswer to converge to the global minimum.

If T is chosen to represent only one cycle and
40 W 0 remains equal to 1 radian per second, then T

equals 2nr. The cost functional J(u), 27r) is presented
as a function of (o in figure 28. The global minimum
is correctly at an co of 1 radian per second, but now

0 1 2 3 4 5 the algorithm converges to the global minimu n if wc
is started within approximately 25 percent of the

u, rad/sec correct value.
Figure 27. Cost functional for ten cycles of
data as function of frequency showing close Knowing the sensitivity of the algorithm when
proximity of local minima to global minimum, a record with many lightly damped cycles is being

analyzed, the data of figure 25 can be reanalyzed
starting closer to the observed frequency. Starting
the maximum likelihood estimation method with an

12 c of 9.0 results in the fit shown in figure 29. This
-is an acceptable fit of the data.

Based on the preceding results, if data are to

be analyzed where many cycles of a structural
mode are present, the structural mode frequency,
c, must be closely approximated before starting

4 the estimation process.

Turbulence

Most flight data analysis to date has been done
0 1 2 3 4 with algorithms that do not model the effect of turbu-

lence. These algorithms give poor results when
u, radlsec significant turbulence is present. As stated in the

MAXIMUM LIKELIHOOD ESTIMATION section, the dif-Figure 28. Cost functional for one cycle of ference between an analysis that accounts for state
data as function of frequency showing wide
region of convergence for global minimum.
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lh noise (such as turbulence) and one that does

Flight not account for state noise is in the interpreta-
150. Estimated tion of equations (1) and (4). It is of interest

to test the maximum likelihood algorithm on

2 flight data obtained in turbulence. Two forms
Vi 50 I of the algorithm are evaluated in this section:

1one where the turbulence is not accounted
for and one where it is. For simplicity, these
will he referred to throughout this section
as algorithm I and algorithm II. respectively.

0 A'T-1-
Y' V V V;' Approximately 65 seconds of data (fig. 30)

were obtained from a JetStar aircraft (rcf. 35)
flying in turbulence. The data were acquired-. 2 during an interval in which turbulence was

0 .4 .0 .8 1.0 1.2 1.4 continuous and the pilot made five prominent

1rice. ec inputs. Five longitudinal maneuvers of
approximately equal length (13 seconds),

F.igure 29. Acceptubc 1it of'mcsured and compuled referred to here as maneuvers A, 11, C, 1).
lateral accelceralion. and E, resulted from these inputs.

The need to account for turbulence or
state noise when the maximum likelihood
estimation algorithm is applied becomes

Maneuver obvious when the results obtained with the
'-ABCD . . state noise assumed to be negligible are

examined. Figure 31 compares the data
-A -t- B - C D E 0 [ ,. measured for an aircraft flying in turbulence

S(maneuver E) with the computed time history
based on the maximum likelihood estimator

5 that does not account for turbulence (algo-
rithm I). The fit shows that the assumed

0 Imathematical model is inadequate. Figure 32
q, 0 . shows the same comparison when the maximum

degsec -' - likelihood estimation algorithm that accountsdeg/sec -5 for the turbulence (algorithm 11) is applied.

/ 'The agreement is now excellent.

-10- Each of the five maneuvers was analyzed

4- with both algorithms (ref. 36). and only
algorithm II provided acceptable matches

0, " .. , . ' \ , ., between the computed and flight data. The

deg ,'., mean values and the standard deviations of
the estimates of the stability and control

-4 " derivatives obtained from algorithms I and
.... II from these five maneuvers are shown in

figure 33, along with flight-determined
3 estimates for smooth air and wind tunnel

estimates. The standard deviations of the

2 estimates obtained from algorithm I are
n' ,unacceptable.

l ' -~ ~ To complete the evaluation of algo-
rithm II, its estimates of the state noise were

C compared with those defined by the Dryden
expression. Figure 34 compares the power
spectral density of the estimated turbulence
for maneuver ABCD (fig. 30) with th? asymp-

a. I, tote for the Dryden expression. The level of
deg 4 ,, , ,the Dryden asymptote is based on the mean

square of the estimated turbulence power.

0 '  
I The shape of the power spectrum is in

excellent agreement with the asymptote.

4 The preceding results show that the
complete algorithm described by equation (4)

0 provides good estimates of the unknown
e. coefficients and the state noise for the

de .4- longitudinal case. Some results of analysisdeg ,.} for the lateral-directional case are given in

I reference 25.

-8 10L 0 30 4 J. L The capability for obtaining derivative
0 10 20 30 40 50 60 70 estimates in the presence of turbulence does

Time, sec exist. However, several cautions must be
stated. First, there is an added computa-

Figure 30. Total aircraft turbulence time history showing tional cost, generally on the order of 30 per-
time interval for each manuever. cent. Second, it is conceivable that the

aerodynamic derivatives are different in
turbulence and smooth air. Although such
differences have not been documented in
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10 Flight flight, care must be taken in using derivatives........... Estimated obtained in turbulence for application in smooth
air. Of course, if handling qualities in turbulence

q, are being studied, the converse problem exists.
deg/sec 0 Third, questions arise about the accuracy of the

turbulence model used and the sensitivity of the
-10 I I algorithm to errors in modeling the turbulence.

Because of these three considerations, every
4 attempt should be made to obtain most data in

smooth air. However, for data that are difficult
de 0 explicitly related to turbulence, the algorithm that

accounts for turbulence is available.
-4 Time-Varying Systems

2 One of the most common simplifications used
a. by the data analyst is the assumption that the system

I being studied does not vary significantly during

9 the brief time span of a maneuver. This simplifica-
tion translates into especially simple models. In

0 terms of the two-degree-of-freedom example given
4 earlier (eqs. (7) and (9)), this means that the

dimensional derivatives (Za' Ma Mq Z8 ,and

a, 0 .. . M8 ) , the biases (Z0 , M0 , and an ), and the
deg e bias

terms composed of V, sin 0, and cos w0 are all
-4 I I I i assumed constant during the maneuver. However,

in a variety of circumstances the system varies
10 significantly during the maneuver. In some of these

cases, the analysis technique can be extended to
6 e' 0 cover the time variation of the system.

deg If dynamic pressure or velocity changes
-10 [ [ I significantly during a maneuver, the dimensional

10 12derivatives will change correspondingly. Fortu-
0 2 4 6 8 10 12 14 nately, the dependence of the dimensional deriva-

Time, sec tives on dynamic pressure and velocity is well
known. The nondimensional derivatives do not

Figure 31. Comparison of flight data for maneuver E usually vary significantly with velocity and dynamic
with values estimated by using algorithm I. pressure. The approach taken, therefore, is to

identify the nondimensional derivatives. The dimen-
sional derivatives in the equations of motion are then written as the nondimensional derivatives multiplied by the
dimensionalization ratios. The dimensionalization ratios are computed as known functions of time using the measured
velocity and dynamic pressure. By writing the equations in this manner, the known time variation of the system
can be accounted for.

The problem of determining time-varying coefficients is then replaced by the problem of determining constant
coefficients with known time-varying multipliers. This technique relies on noise-free measurements of velocity,
dynamic pressure, and other changing flight conditions. The technique cannot be applied to transonic data where
significant changes in Mach number occur because the dimensionless derivatives themselves are functions of
Mach number.

In both the case of large variations in altitude and the case of varying flight conditions, the time-varying nature
of the system is reduced to known effects. Thus, the analyst is not determining time-varying derivatives in the
general sense. The computer costs for the analysis of these "time-varying" systems are high. As implemented,
the "time-varying" option available in the MMLE 3 program results in a threefold increase in computer time use.
Although expensive, the "time-varying" option permits analysis of the most commonly encountered time-varying
systems in aircraft stability and control derivative determination while retaining the basic simplicity of the
model used.

Nonlinearities

Most airplanes show great nonlinearities in total forces and moments when considered over large ranges of
flow angles. These nonlinearities are neglected in the typical derivative estimation process because the derivatives
are local linearizations of the total forces and moments. For example, the pitching moment coefficient, Cm , as

a function of a is quite nonlinear over a large angle-of-attack range. If the change in angle of attack can be kept
small enough for a given maneuver, the locally linearized derivative, Cm , can be estimated and plotted as a

a
function of angle of attack. Figure 35 shows Cm as a function of a for an angle-of-attack range of -20* to 500.

a
The estimates are consistent and show a clear trend that is in fair agreement with wind tunnel estimates. By using
the linear perturbation model for each maneuver, an excellent comparison can be made with the globally nonlinear
wind tunnel data. This simple and widely used technique avoids many of the problems of modeling nonlinear
systems and is readily applied to aircraft where maneuvers typically are small perturbations about a point in a
much larger envelope.
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In some cases the linear model of the aircraft
is inadequate to determine the needed information, - Flight
and the known system nonlinearity may need to be ........ Estimated
addressed directly by the maximum likelihood 10 te

technique. An example of this type of problem is L
the need to estimate the drag polar of an aircraft. q, 0
A simplified illustration can be shown by assuming deg/sec 0W
the drag polar can be represented by

-10 I I1

CC +C ~24
D = D0 2 L 

0
where the second term, CD CL , accounts for the deg 0

induced drag. This term results in a nonlinearity -4_________] __

in the problem; that is, although CL can be written

as a linear function of the angle of attack and eleva- 2

tor position, CD cannot. Therefore, the estimation a

of CD from dynamic data involves equations that n- I

cannot be written in the linear form given by
equations (5) and (6), and the more general 0

function form of equations (1) and (2) must be
used. A complete description of this analysis is 8
given in reference 37, and the following results
are taken from this reference. a, 4

To obtain estimates of the drag polars, deg

pushover-pullup maneuvers were performed in
flight. Figure 36 is a comparison of longitudinal 0
maneuver data and data computed on the basis of 4
estimates from a nonlinear model for the algorithm
just discussed. The fit is excellent. The drag.
polar obtained from this maneuver is compared g' 0 .
in figure 37 with wind tunnel estimates of the deg [.. "

drag polar. The agreement is reasonably good. eq
4I I I I I

To assess the usefulness of the maximum
likelihood estimation technique for obtaining 10
drag information from dynamic maneuvers, the
maximum likelihood estimates were compared ,
with wind tunnel estimates as a function of the 0
drag-rise Mach number ratio at four constant deg
lift coefficients. The drag-rise Mach number
ratio, M r , is calculated by dividing the Mach 10 4 6 1

r0 2 4 6 8 10 12 14
number by the wind tunnel estimate of the Time, sec
drag-rise Mach number at a lift coefficient of
0.25. The drag rise Mach number is defined

aCD Figure 32. Comparison of flight data for maneuver E
as the Mach number where aMach number - 0.1. with values estimated by using algorithm II.

The maximum estimates of the trimmed drag are
compared with wind tunnel results in figure 38.
The dashed lines are fairings of the maximum likelihood estimates (similar to those shown in fig. 37) obtained at
various Mach numbers. In general, the correlation is good and indicates that the drag-rise Mach number deter-
mined by the maximum likelihood estimation technique is somewhat lower than that determined by the wind tunnel
estimates.

The fundamental problem of nonlinear maximum likelihood estimation is that, in practice, the form of the
nonlinear model is unknown. In cases where the form of the model is known, as in the drag polar case, meaningful
estimates can be expected if the maneuvers excite the nonlinearity of the system. Very little useful experience is
available to guide the analysis of nonlinear systems where a linearized model is inadequate and the form of the
nonlinearity is not known. If ad hoc techniques are used in modeling unknown nonlinearities, great care must
be taken or meaningless results may be obtained.

Cross Coupling

The standard aircraft equations of motion are separated into longitudinal and lateral-directional modes, and
it is assumed that no cross coupling exists. When significant coupling does exist, there are two approaches that
can be used. The most obvious approach is to use the full nonlinear five- or six-degree-of-freedom equations of
motion with coupling terms. Although simple in principle, this method is plagued with practical difficulties.
The equations given in the appendix are for the nonlinear five-degree-of-freedom equations of motion. The
second approach is to use the measured lateral-directional data as inputs to the longitudinal equations and the
measured longitudinal data as inputs to the lateral-directional equations. This approach requires that the
measurements of all the state variables be available and have low noise levels.
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I Standard deviation There are two distinct types of cross
coupling. The first type is kinematic cross

-2F coupling, which is cross coupling arising fromI £ the equations of motion. A typical example is

Z gyroscopic forces. Kinematic cross coupling
a 1k can be a problem even with symmetrical air-

radlsec craft. One of the most common kinematic crossIs coupling problems is nose slice during longi-
tudinal pulses obtained in steady turns. To

0 I account for nose slice, the kinematic cross
coupling term r (sin () must be added to the

-20 e equation.

The second type of cross coupling is
M IIaerodynamic cross coupling, which is that

dc" 10 appearing in the expansions of the force and
radsec -moment coefficients. Aerodynamic cross coupling

is predicted to be significant at high angles of
j attack even for symmetric aircraft (ref. 38).

For asymmetric aircraft, of course, aerodynamic
4 cross coupling exists at all angles of attack.

Figure 39 is a three-view drawing of an
M T oblique wing RPRV flown at the Dryden FlightM, -2 Research Center (ref. 17). The wing of this

rad/sec I aircraft can be skewed up to 45* . The obliqueI A wing concept is of interest because of its potential
for transonic drag reduction. When the wing is

01 skewed, both aerodynamic and kinematic cross
coupling must be accounted for. The additional

-. 2 -terms needed for this analysis are the under-
lined terms in equations (22) to (26), which

A are given in the appendix. Figure 40 shows a
Z60 fit of lateral-directional data obtained with the

e 0 wing skewed to 45*. All the cross-coupling
radlsec terms were ignored for this fit. This unconven-

tional maneuver was an unintentional one caused
by interference with the radio control system.
The fit is totally unacceptable. Figure 41 shows
the fit for the same maneuver when both kine-

-20 -matic and aerodynamic cross-coupling terms
are included. The fit is now very good consid-

Sering the unconventional nature of the maneuver.
6 This example shows that cross-coupling effects-10 - A can be accurately accounted for. Al the lateral-

radlsec directional maneuvers obtained from the oblique
wing aircraft with the wing skewed to 0 and

0 1 I 450 were analyzed, and a complete set of stability
Flight, Algorithm I Algorithm II Wind tunnel and control derivatives including the aerodynamic

smooth air prediction coupling terms were successfully determined.
Figure 42 shows the comparison of the estimated

Figure 33. Means and standard deviations for four methods values from flight with the wind tunnel estimates
of estimating stability and control derivatives, obtained for wing skew angles of 00 and 450 for

the aerodynamic coupling terms C and Crop12Esti mated turbulence Pm~

--- - Asymptote for Dryden model These derivatives, which are important when
leaving or entering a turn, show reasonably
good agreement between the sets of estimates.

-4 Estimation of Pitching Moment Due to Vertical
10 Acceleration
10"'5 _ r" \ The estimation of Cma from night data is a

Power of g 6 problem that exemplifies many of the considera-

2 10-  tions discussed previously. The derivative CmErad21lradlsec7

cannot normally be estimated from flight data
10-8 r" because CMa and Cmq are linearly dependent.

Analysts have had to be content with estimating
Cm. + C mq. At the Dryden Flight Research

Center, maneuvers specifically designed to

10-10 -2 -1 remove the dependence of Cmq and Cm a (ref. 39)

10"2 101 100 101 102 have recently been developed. Figure 43 shows
Frequency, Hz a comparison of flight and estimated data for

one of these maneuvers, an aileron roll with a
Figure 34. Power spectral density of d for series of elevator pulses. The fit is excellent,
maneuver ABCD. g
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Figure 42. Maximum likelihood estimates of
aerodynamic cross-coupling derivatives
obtained for the obtlique wing aircraft at
two wing skew angles.

and reasonable estimates of Cm and Cm., as well as all the other longitudinal stability and control derivatives,
q a

were obtained. In figure 44, the estimate of Cm and C from 13 maneuvers are compared with simplified analyti-
q

cal predictions. Because the airplane undergoes a complete 3600 roll in each of these maneuvers, the cross-coupling
effects of the lateral-directional motion on the longitudinal analysis are extremely important. In fact, the removal of
the linear dependence of Cm and C is primarily due to the cross-coupling effects. For the maneuver shown in

q a

figure 43, dynamic pressure varies from 3.5 to 7.5 kN/m 2 , so a time-varying analysis is necessary. The altitude
changes are sufficiently large and rapid that prebsure lags in the static pressure measurements are significant.
The 0.4-second lag of the static pressure system results in errors of up to 10 percent in the uncorrected dynamic
prer'sure. The successful analysis of this maneuver is a good indication of the state of the art in the estimation of
stability and control derivatives from dynamic flight test data without state noise at the Dryden Flight Research
Centez.

CONCLUDING REMARKS

During the past 13 years at the NASA Dryden Flight Research Center, the maximum likelihood estimator has been
used to analyze over 3500 maneuvers from 32 different aircraft. Most of the analysis has involved the extraction of
stability and control derivatives from dynamic flight maneuvers. In this lecture, procedures were discussed for
obtaining high-quality estimates from dynamic maneuvers. The importance of well documented and accurate
instrumentation as well as the analysis and interpretation of the estimates were discussed, and many examples of
instrumentation problems and analysis difficulties were given. The lecture indicated the state of the art at the
Dryden Flight Research Center in obtaining maximum likelihood estimates from dynamic flight data.
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Figure 44. Comparison of independent flight
estimates of Cm  and C with calculated values.q m.

APPENDIX-FIVE-DEGREE-OF-FREEDOM MATHEMATICAL MODEL

The linear aerodynamic mathematical model considered in the following discussion is defined by the require-
ment that the first-order partial derivatives be used to describe the aerodynamic behavior of the aircraft. The
differential equations of motion, which allow for nonzero IXZ and IXy, are written as follows:

my CL + q [cos (0) cos ((p) cos (Q) + sin (0) sin (a)] - tan (P) [p cos (a) + r sin (a)] (15)

=-sC. +- cos (0) sin (y) + p sin (a) - rcos (a) (16)

mv (

Aix - JIXZ - 41Xy = 4sbC2 + qr(1y -/ + pqlxz - rplXy (17)

4iy -lxy =scCm + rp(l Z -x) + (r2 p2)ixz + qrlxy + rwplX p (18)

iz - 3Ixz =sbCn + pq(' X  qrlxz + (p2 _ q2)lxy - q(plx p  (19)

6 = q cos ((p) - r sin ((p) (20)

e0 = p + r cos (9p) tan (0) + q sin (yp) tan (0) (21)

If the aircraft is inertially symmetric in the horizontal plane, the IX¥ term is zero and the terms including 'xy
disappear.

For the purposes of this paper, the linear expansions of the nondimensional moments and forces are written
as follows:

CL CLa e + + CLP (22)

Cy =C y + C YBa + c  
8r 8r +CY 0 +C Y a (23)

C =C P+C b a+b + C 8 CZ +C (24)
Q +pr Ce-W + ce 8a  f r -- * Cea(4

3 p r 8a 8r  0 q a

Cm =Cma a m+ Cm +Cm 8+C +C 8a+C+C b +C rb (25)
ae a m oa ___ + C.

C +C " C nbC rb 80 + C r 8r  +C (26)

a r
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The underlined terms are normally not included in the linear analysis when the data are gathered during stabilized
flight at low angles of attack. The underlined terms (referred to as the aerodynamic cross-coupling terms) are only
needed when the aircraft is expected to have aerodynamic cross-coupling between the longitudinal and lateral-
directional aerodynamic modes. For instance, these terms would be significant for an aircraft that is flying at high
angles of attack or one that is aerodynamically asymmetric.

In the absence of either kinematic or aerodynamic cross-coupling terms, the equations can be divided into two
sets: the two-degree-of-freedom longitudinal equations and the three-degree-of-freedom lateral-directional equa-
tions. The longitudinal equations are defined by equations (15), (18), and (20), with 6 a , 8 r , , P. p, and r

assumed known. The lateral-directional equations are defined by equations (16), (17), (19), and (21), with
8e , a, and q assumed known.
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SUMMARY

The lecture presents an overview of the identification of stability and control
derivatives of rotorcraft with respect to practical aspects and applications. First an
introduction to the basic dynamics and control of helicopters is given. Then helicopter
characteristics causing difficulties in the identification are discussed in detail: many
coupled degrees of freedom lead to a large number of unknown parameters, instabilities
limit the run length, vibrations deteriorate the flight test data quality. Measurement
and sensor problems are discussed.

Approaches to overcome these difficulties are presented. Emphasis is placed on the
following two key elements of the identification procedure:

1. The selection of adequate mathematical models and identifiable derivatives of the
helicopter to isolate significant model effects.

2. Possibilities of increasing the information content of flight test data by
appropriate system excitation and by multiple-run evaluations.

Identification results obtained from simulated and flight test data of helicopters by
applying different identification methods are presented.

1. INTRODUCTION

The overall identification procedure includes four main phases: preparation, flight
tests, evaluation, and conclusions (Figure 1). The preceding contributions to this lecture
series have demonstrated that powerful tools have been developed to find solutions to
specific problems of these phases. They include the design of appropriate input signals
[11, aircraft instrumentation and data collecting [2], flight test data analysis [3],and
finally, various identification methods of different complexity [4]. For fixed wing air-
craft, it was shown that parameter identification yields reliable and accurate results
which can be used for further investigations and conclusions, such as derivative
verification, stability and control analysis, handling qualities assessment, etc. [5].
Fixed wing aircraft identifications have been conducted frequently for normal operational
flight conditions. Approaches to evaluate extreme flight regimes and closed loop confi-
gurations are reported in two of the subsequent contributions [6, 7].

In contrast to the development of fixed wing aircraft identification the application
of these methods to rotary wing aircraft is still not common. This is primarily due to
adverse helicopter characteristics, such as coupled behaviour, high vibration level, and
inherent instabilities which complicate the identification. But it is certainly also due
to computational limitations: rotorcraft models usually include at least six degrees of
freedom and, consequently, a large number of unknown parameters have to be identified,
which requires both high computer storage capability and computation time. Furthermore
it has to be considered that in the past only relatively few researchers have concentrated
on rotorcraft identification. It was not until the early 1970's that the first extensive
approach to obtain derivatives from helicopter flight test data was made by Molusis
[8 to 11]. He placed the main emphasis on three aspects: 1. the definition of suitable
rotorcraft models to be used in the identification, 2. the development of appropriate
identification techniques, and 3. the application of these techniques to data from
computer simulations and flight tests. At about the same time Gould and Hindson [12 to 14]
identified a Bell 205 helicopter assuming longitudinal and lateral-directional motions
to be uncoupled. The first attempt to evaluate the influence of different input signals
on rotorcraft identification results was presented by Tomaine [15]. However, no
specifically optimized signals were used. He continued his work with the identification
of a Sikorsky CH-54B large 'crane' helicopter and a Boeing Vertol CH-47 [16, 17]. A
research program for the extraction of parameters from both computer simulated and flight
test data of a MBE BO 105 helicopter was presented by Rix, Huber, and Kaletka [18]. It

was the first approach to identify a hingeless helicopter using optimized input signals.
The influence of these signals on identification results together with a combined
evaluation of different data runs was additionally demonstrated by Kaletka and Rix [19].
Within this research program emphasis was first placed on the medium speed regime; however,
flight tests including hover and high speed flight conditions were then conducted in
summer 1979. Recently, Hall, Gypta, and Hansen developed an integrated rotorcraft
identification procedure consisting of data filtering, model structure estimation,
identification technique, and input signal design [201.



Although the application of system identification techniques to rotorcraft has not
been extensive, there is an urgent need for the determination of accurate mathematical
models and the verification of existing analytical derivative calculations. Having in mind
the improvement in today's helicopters and the development of future aircraft there is a
keen interest in the stability and control analysis and handling qualities evaluation.
Another motivating factor is the necessity to meet the increasing requirements of military
helicopters, which are becoming more and more important in defense strategy.

At almost the same time as the identification of full-scale helicopters was being
worked on,attempts were being made to apply system identification techniques to rotor
models. The extraction of linear perturbation models from blade flapping measurements of
a 4-bladed model rotor was investigated using both computer simulated and experimental
data [21 to 24]. Rotor dynamic inflow models of varying complexity were used. Another
approach to the identification of model rotors from simulated and dynamic wind tunnel
tests is presented in [251.

This lecture concentrates on rotorcraft identification using flight test data of
full-scale helicopters. It is divided into four major parts. The first part, based mainly
on [26] and [27], is intended to give a physical understanding of helicopter dynamics and
controls that influence system identification considerations. The necessity for the
introduction of hinged or flexible rotor blade attachments as well as blade flapping and
lagging motions is discussed. Helicopter controls are briefly described and rotor design
trends are discussed . The second part summarizes the unique problems of rotorcraft
identification. The complexity of helicopters, their coupled behaviour, and their inherent
instabilities are described. Data measurement difficulties arising from rotorcraft
characteristics are discussed in detail. In the third part of the lecture emphasis is
placed on rotorcraft modeling. The structures of various mathematical linear models with
different degrees of complexity are presented. Assumptions and mathematical reduction
procedures to simplify these models as well as techniques to isolate significant model
coefficients are given. Identification results are shown in the fourth part. These results
were obtained from flight test data using different identification approaches. Both time
history comparisons and identified parameters are presented.

2. BASIC DYNAMICS OF HELICOPTERS

The concept of using lift-producing rotating wings to achieve landing and takeoff in
restricted areas, hovering and vertical flight is very old. The first flight trials of
helicopters took place at about the same time as the first flights of fixed wing aircraft,
but they were without success. Therefore much effort was concentrated on the development
and improvement of fixed wing aircraft and only relatively few engineers continued the
struggle against the adverse characteristics of the helicopter. The consequences of this
fact are still felt in the standard of these two different types of aircraft today.

Figure 2 shows a helicopter in forward flight. For this flight condition the aero-
dynamic flow at the blades of the rotor consists of the rotational velocity and the speed
of the helicopter itself. It is apparent that the blades advancing in the direction of
flight on the upstream side of the rotor encounter higher velocities and consequently
higher lift than the retreating blades on the opposite or downstream side of the rotor.
For a rigid propeller - as designed for the first helicopters - the inequality in lift
produced on the advancing and retreating blades causes a sizable moment. Although it is
possible to utilize two rotors rotating in opposite directions to cancel the moments,
high alternating blade loads and resulting material stresses cannot be avoided. Therefore,
in the early helicopter development, when steel spar, fabric covered or wooden blades
were normally used, material strength constituted a severe problem.

2.1 BLADE FLAPPING AND LAGGING MOTION

In 1926 it was Juan de 1a Cierva who created the prerequisites for the realization
of technically satisfactory helicopter projects. His "Autogiro" incorporated freely
hinged blades as a means of equalizing the lift of both sides of the rotor in translational
flight. This so called "articulated blade attachment" or "articulated rotor" was found
on all helicopters of the following period and still is used for most of today's rotor-
craft.

The blade attachment to the rotor shaft through horizontal (flapping) hinges has three
important effects:

1. The blades are free to rise and fall
2. Bending moments at the root of the blades are eliminated
3. No, or only small, moments can be transmitted to the hub.

As shown in Figure 3 the forces acting on the blade in flapping direction during flight
are:
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1. Air forces (lift) depending on airflow and blade geometry
2. Centrifugal forces depending on rotor rpm and blade mass distribution
3. Blade inertia
4. Blade weight

In general blade weight is relatively small and usually can be neglected.

These forces produce moments about the flapping hinge and, according to the equilibrium
condition, the sum of these moments must be zero. With lift and centrifugal forces acting
on it, a blade will take up a position which is roughly the resultant of these forces.
Therefore the rotor looks like an inverted shallow cone, with the tip path plane for a
base and Bo as coning angle.

For a rotor in forward flight the lift force varies with the azimuth angle * of the
blade. The resulting blade motion is considered with the aid of Figure 4. In the
downstream position ( =0o ) the blade encounters no added velocity due to forward speed.
As the blade moves forward, however, the velocity and thus the lift are increased: the
blade flaps upwards. The flapping velocity must be of such a magnitude as to decrease the
blade angle of attack so that the lift remains constant. Following the blade around, then,
the maximum upward flapping velocity occurs at p=90o, it is zero at 0=180o, maximum
downward at t=270 0 and zero again at *=OO. Consequently, the advancing blade rises and
reaches its highest position at *=180° , the retreating blade falls to its lowest position
at *=00 : the rotor tilts backward by the amount of the longitudinal flapping 8 1c.

Another effect of helicopter forward speed on the rotor arises from coning. Looking
at the rotor from the side - as also depicted in Figure 4 - it can be seen that there is
a difference in angle of attack of the blades at the front and the real of the rotor.
Again, this asymmetry in lift leads to blade flapping where the flapping velocity is
maximum upward at *=180o, maximum downward at i=0O, and zero at =90o and 2700. It
follows that the rotor tilts sideward to the right by the amount of the lateral flapping
B1s which can be in the same order of magnitude as the a1c flapping.

For the understanding of the dynamic behavior of the rotor it is important to
visualize that two periodic forces are acting on the blades of forward moving helicopters:

1. Changes in lift due to different flow at the advancing and retreating blades
2. Changes in lift due to different angle of attack at the blades of a coned rotor.

Because of these forces rotor pitch and roll motions are coupled,which results in an inherent
coupling of the longitudinal and lateral-directional motion of the helicopter.

Analytically the flapping motion of the rotor can be expressed as a function of the
azimuth angle o by the Fourier series:

c = 0-01c cosp - 8s sinp .... - 8nc cos n* - 8ns sin nb

The flapping angle 8 is defined as the angle between a blade and a plane perpendicular to
the shaft. It is positive for upward flapping. As already explained, 8 is the coning
angle, 8 the backward tilt and B the sideward tilt. The higher harmonics Rmc and 8ns
may be vlewed as a weaving of the Made in and out of the surface of the cone formed
by the coning angle and the first harmonic motions of the blades. The sources of higher
harmonic flapping lie in the forces produced by the periodically changing velocities at
the blades, in higher harmonic components of nonuniform downwash, and in effects of
reverse flow on the retreating side of the rotor. The higher harmonic blade motions are
small and of little importance in problems of rotor control and rotor performance.
However, as they cause a high level of helicopter vibration they are extremely important
in material fatigue and passenger comfort considerations.

An observer who is viewing the tilted rotor from the powered shaft and who is
rotating with the blades can see the blades flapping up and down. He can also notice that
the distance between a blade element and the shaft axis changes with the flapping angle
(Figure 5). This means that in addition to its tangentialvelocity the blade element moves
radially. Whenever a mass moves radially in a rotating plane it experiences a tangential
force, the Coriolis force. The direction of this force is opposite to the direction of
rotation when the mass is moving outward and it is in the direction of rotation when the
mass is moving inward. It follows that a flapping blade also experiences forces that tend
to accelerate or decelerate the rotation of the blade and therefore produce high bending
moments at the blade root. Consequently the use of flapping hinges necessitates the
introduction of hinges in the inplane direction. Then the blades are free to lead and lag
and the observer rotating with the shaft would see the blades move back and forth.

This lagging motion is mostly due to Coriolis forces. In forward flight it is also
influenced by the asymmetric drag at the advancing and retreating blade. Similar to the
flapping motion, the inplane motion can be described in terms of a Fourier series where
higher harmonics also contribute to vibrational problems.

2.2 ROTORCRAFT CONTROL

The control of a helicopter is achieved by inclination and magnitude adjustment of
the rotor lift vector. As this vector is almost normal to the tip path plane the question
is how the desired tilt of the tip path plane can be achieved. The system commonly used

*1o
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is based on varying the pitch of the rotating blades by means of a swashplate. As shown
in Figure 6 the blades are hinged to the hub so that they are free to flap and lag. In
pitch, however, the blades are constrained by a linkage connecting them to the upper
rotating plate of the swashplate assembly. From the lower non-rotating plate,control rods
lead off through the control transmission to the pilot's stick and collective lever. The
swashplate can be tilted and moved vertically and hence produces a blade pitch change in
reference to the shaft.

When the swashplate is tilted to the right side the pitch of the advancing blade alters
from 00 at *=0o to minimum at *=900 and then increases again to 8o at 0=180o and
- when the blade is retreating - to maximum at 0=2700. During this feathering motion the
angle of attack at the blade also varies with the cyclic pitch. Consequently, the
advancing blade falls and reaches its lowest position at the front of the rotor (*=18 0 °)

while the retreating blade rises to its highest position at the rear (0=OO): the rotor
tilts forward, a component of the lift acts in the direction of the tilt so that the
helicopter pitches nosedown and accelerates in the forward direction. Hence, a sideward
tilt of the swashplate leads to helicopter motion along the longitudinal axis. Similarly,
the lateral motion of the helicopter is controlled by a forward or backward tilt of the
swashplate. For vertical control the swashplate is moved up and down to change the pitch
of all blades simultaneously by the same amount (collective pitch). Thus the magnitude
of the lift is controlled (in general rotor rpm is held constant automatically).

The feathering system provides a very convenient means to control the helicopter. It
should be noted that three out of four pilot controls (engine control excepted) of a
single rotor helicopter make use of collective or cyclic pitch change of the blades.
These are:

1. Longitudinal cyclic: pilot's stick fore and aft, swashplate tilts sideward
2. Lateral cyclic: pilot's stick sideward, swashplate tilts forward or backward
3. Collective pitch: pilot's collective lever up and down, swashplate moves vertically.

The fourth control the pilot needs, the directional control, is usually provided by the
use of the tail rotor. Primarily the tail rotor is necessary to balance the main rotor
torque. However, by using the pedals, the pilot can alter the collective pitch of the
tail rotor blades and - due to the resulting lift change - control the yaw motion of the
helicopter.

2.3 ROTOR DESIGN TRENDS

It was the articulated rotor concept that made it possible to develop successfully
flying helicopters. Although the use of flapping, lagging and feathering hinges caused a
high degree of complexity they have been used and are still in use on many of today's
helicopters. However, during the last few decades designers returned to projects with
rigid blade attachments as in the beginning of rotorcraft history. Since then the knowledge
of blade stresses has increased considerably. New materials, like titanium and fiber
reinforced plastics (F.R.P.) have become available, their technology has been investigated
and production techniques have been improved. On the basis of these developments it was
possible to replace hinges by elastic components and to design and develop two new rotor
concepts: the hingeless and the bearingless rotor.

Figure 7 compares a fully articulated rotor with a hingeless one [28].It can be seen
that flapping and lagging hinges are replaced by elastic elements whereas conventional
feathering bearings are still used for blade control. The mechanical simplicity and its
impact on reliability, maintainability and drag reduction is self-evident.

The bearingless rotor concept includes the elimination of all three hinges. In
comparison with the hingeless rotor the feathering hinge is also replaced by flexible
elements, for example a torque tube. While hingeless rotor helicopters - like the MBB
BO 105 - have been flying successfully for years the bearingless rotor still has to prove
its feasibility.

Both the hingeless and the bearingless rotor systems are sometimes erroneously called
"rigid rotors". This is misleading because there is such a high degree of flexibility
involved in the blades and the blade attachment that the dynamic behavior of the blades
is almost comparable to that of articulated blades. Hence, the fundamentals of articulated
blade motion and control are also valid for hingeless and bearingless rotors, although
there may be significant differences in flying capabilities and handling qualities of
these helicopters.

3. UNIQUE PROBLEMS OF ROTORCRAFT IDENTIFICATION

In comparison with fixed wing aircraft, parameter identification of rotorcraft is a
more complicated task. This is mainly due to three problem areas: the complexity of the
system, inherent instabilities, and data measurement difficulties.

..... ..... ... I/.. . . .. . ... ... .. . ......... fla ... ... . ... .. .. . .. ... ... .
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3.1 SYSTEM COMPLEXITY

In the previous section the necessity of an articulated blade attachment was shown.
It was also pointed out that hinges may be replaced by corresponding elastic blade
deformations or specific elastic components. In any case, each blade has two degrees of
freedom (DOF): it is free to flap and to lag. Hence, for the description of the motion
of a four-bladed helicopter, as shown in Figure 8, as many as eight DOF are required to
describe the blade motions. Additionally, 6 DOF are necessary to represent the rigid
body motion. If the influences of stability augmentation and control systems and their
dynamic behaviour, tail rotor dynamics, and blade and fuselage flexibilities are also
considered, the result is a still larger number of degrees of freedom.

It has already been shown that blade DOF are highly coupled because flapping
immediately causes a lead-lag motion. In addition blade flexibility causes elastic
coupling effects that may have a significant influence on blade motion. Besides the
motion coupling of individual blades there is also a pronounced coupling effect between
the pitch and roll motion of the rotor itself. The rotor, however, is used to generate
the main control forces and moments of the helicopter during all flight conditions. Hence,
the dynamic behaviour of the rotor determines the rigid body motion to a high degree and
it is evident that rotor and fuselage states are also coupled.

Because of the large number of coupled degrees of freedom, a mathematical description
of helicopter dynamics requires a high order model (set of differential equations) with
many parameters. However, successful application of system identification techniques is
always limited by the size of the model, the number of unknowns that have to be identified,
and the information content of the data. Therefore the selection of an appropriate model
to be used in the identification is one of the key problems in rotorcraft identification.

3.2 ROTORCRAFT INSTABILITIES

Helicopters normally show an unstable flight behaviour without pilot actions. This
stick-fixed instability is produced by the rotor which represents a rather unstable disc
with respect to attitude and velocity changes. Consequently, the degree of instability
depends to a large extent on rotor characteristics and helicopter speed. This is
demonstrated in Figure 9 taken from [29]. It shows how long it takes for the time response
of a stick-fixed helicopter to reach its double amplitude - when the system is unstable -
or its half amplitude - when the system is stable -. Hence, decreasing time to double
amplitude is related to more instability. Four rotors of different flapping frequency
ratios P are considered. (2 is the blade flapping frequency w8 divided by the rotor
angular Oelocity Q). It can ge seen that only helicopters with 8 close to 1, like
articulated rotors with no or only small hinge offsets, become stable at higher speeds.
However, increasing flapping frequencies, typical of stiffer rotors, produce a
destabilizing effect. For a rotor with Q equal to 1.15, for example, the time to double
amplitude approaches only 1 second for ahigh speed conditions. Today's hingeless heli-
copters have flapping frequency ratios in the range of 1.1 to 1.2 (MBB BO 105: 0 =1.12).
Nevertheless, pilots do fly these helicopters without any particular difficultieg by
making use of the high control power of hingeless rotorcraft.

These inherent instabilities, however, complicate the system identification for two
main reasons. First, there is a high sensitivity to gust disturbances and inaccurate
trim - state variables diverge even with no control input. Second, the time for a data
run is limited because increasing amplitudes quickly invalidate the small perturbation
assumptions of the linear model. Therefore it is essential to obtain as much information
as possible about the system under test within a short time span to allow a successful
identification.

3.3 DATA MEASUREMENT DIFFICULTIES

System identification techniques are based on the evaluation of measured input and
output data of the system under test. Therefore reliable identification results can only
be obtained when the control and state variables are measured with high accuracy. Aircraft
flight test data recording should include linear and angular accelerations,translational
velocities, attitudes, rates, control inputs, and, for rotorcraft, rotor blade motions.
Typical on-board sensors that are needed to fulfill these requirements consist of
accelerometers, pressure transducers, vanes, attitude and rate gyros, potentiometers and
strain gages. Many of these sensors have been designed and built for application in air-
craft instrumentation. They are available as production units and meet high quality
standards. It has already been demonstrated in part 4 of this lecture series that for a
fixed wing aircraft the selection of adequate sensors together with proper adjustment
and calibration of the transducers yields accurate data of the aircraft motion [2].
However, measurement of some rotorcraft states is still problematic. This is mainly due
to the high vibration level of helicopters, the adverse signal to noise ratio of
translational accelerations, and the inefficiency of conventional airspeed measuring
devices for both the hover and the low speed flight condition.
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3.4 HELICOPTER VIBRATION

The main sources of helicopter vibration are higher harmonic blade motions due to

considerably varying aerodynamical loads on the rotating blades. First of all there are
higher harmonic components of the flapping and lagging motion. But in addition natural
blade bending modes may be excited by harmonic blade motions and by continuously changing
lift distributions over the blade span. Although rotor blades are designed to have no
resonance points it is extremely difficult or even impossible to avoid resonance effects
for all operating flight conditions [281. Vibratory blade responses, however, give rise
to root shear forces and moments which are then transmitted to the rotor hub where they
are combined and sent through the rotor shaft into the airframe. As forces go from the
rotating system to the fixed fuselage system the rotor system in steady state flight
acts like a filter and only transmits rotor harmonics that are integral multiples of the
number of blades[30]. This is demonstrated by Figure 10, which shows the X-axis vibration
frequency spectrum of a MBB BO 105 helicopter for two different flight conditions, a
steady state flight and a flare maneuver. The measurement was made using an accelerometer
rigidly attached to the suspension flange close to the lower part of the swashplate.
Comparing the frequency spectra it is obvious that the maneuver data are much more
vibratory than the steady state data. In both cases the high vibration content at 4, 8,
and 12 2 is clearly to be seen. But for the non-steady state data a variety of other
frequencies can be distinguished, in particular those frequencies that are integral
multiples of the rotor angular velocity £2. A more detailed discussion of the BO 105
vibrations is presented in [31]. As non-steady state flight test data are usually used
for system identification these data contain high amplitude vibrations at various
frequencies. This is especially true for rigid body acceleration and rate measurements,
as shown in Figure 11. Although the data have already been filtered using at third order
analogue filter with a cut-off frequency of 16 Hz, they are still very noisy. This causes
severe identification problems, especially with equation error methods. Therefore
procedures like high quality digital filtering techniques must be applied to smooth the
data.

A comparison of the measured rates and linear accelerations clearly shows that two
groups of different signal to noise ratios can be distinguished:

1. The signal to noise ratio is relatively high. The rigid body response to a control
input is larger than the vibratory noise superimposed on the data. This is the case for
the vertical acceleration and rate measurements.

2. The signal to noise ratio is relatively low. It is very difficult or almost impossible
to recognize the rigid body motion from the measured longitudinal and lateral
accelerations. This is also true for maneuvers where longitudinal or lateral cyclic
control inputs were applied to produce significant horizontal accelerations.
Nevertheless the rotorcraft response is still very sinall in comparison to the noise on
the data.

Another problem arising from helicopter vibrations is the availability of appropriate
sensors with high measuring accuracy in a strong vibratory environment. The sensors have
to fulfill two main requirements:

1. Reliable functioning during all flight conditions of interest.
2. High linearity and sensitivity. As the measuring range is specified by the total

signal (desired signal + noise), some sacrifice of data accuracy cannot be avoided.
Since the desired signal only needs a small part of the full scale range, linearity
errors may result in high distortion of the data.

In addition, it has to be carefully considered whether sensors with built -in
filtering devices, lMke specific feedback-system, elastomeric bearings, etc., can be
used. The benefit is that the measuring range can be chosen with respect to the desired
signal. Higher frequency noise is filtered and thus cannot produce saturation. The
drawback, however, is that filtering yields data phase shifts which may be intolerable
for identification purposes and therefore have to be corrected during the data processing
phase.

3.5 ACCELERATION MEASUREMENTS

A unique characteristic of single rotor helicopters Js the deficiency of measured
accelerations in the longitudinal (X-axis) and lateral (y-axis) direction of a body fixed
axis system. Even when large control inputs are applied, the accelerat

4 .on remains
relatively small. This phenomenon can be explained with the help of Figure 12. To measure
longitudinal accelerations an accelerometer is rigidly attached to the helicopter
fuselage. In Figure 12 it is represented by a spring - mass system with one degree of
freedom. The acceleration is measured by the force acting on the spring or, in other words,
by the movement of the mass with respect to its neutral position. Because of inertia
forces a forward acceleration of the fuselage would cause the mass to move backward and
vice versa. For a helicopter in horizontal steady state flight there are no X-forces
acting on the accelerometer mass. When a longitudinal cyclic control input is applied
.the first response of the aircraft is a forward tilt of the rotor tip path plane
generating a pitch moment around the helicopter's center of gravity. During this phase
only minor accelerations are present. The fuselage then pitches nosedown to obtain
momentum equilibrium again and the helicopter starts to increase its longitudinal speed.

As a result of the inertia force the accelerometer mass would move backward. Because of
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the fuselagp tilt, however, a gravity force component is also acting on the mass and
tries to move it forward. Using BO 105 flight test data Figure 13 demonstrates that these
two forces, the inertia force m.i and the gravity force component m.g .sing, are of the
same order of magnitude. As they are acting in opposite directions there is a high
co.npensation effect and the actually measured longitudinal acceleration ax is very small.

It is easy to visualize that for the same reasons the measured lateral accelerations
are also relatively small whereas the vertical acceleration measurement is almost
unaffected by any compensation of gravity and inertia forces.

3.6 AIRSPEED MEASUREMENT

A prerequisite for successful rotorcraft identification is the accurate measurement
of air data parameters, i.e. altitude, airspeed, angle of attack, and angle of sideslip.
The conventional sources of air data are vanes and pitot static systems consisting of
total and static pressure probes. Such devices have been developed for fixed wing aircraft
but they are also still used on today's helicopters. In general the sensors are attached
to the fuselage where the airflow is essentially unidirectional and clean for most flight
conditions. Rotorcraft, however, pose special problems in accurate sensing of air data,
which render conventional techniques ineffective at low airspeed. When the speed
approaches zero the fuselage becomes deeply involved in rotor downwash that influences
air data measurements and makes them unusable. For flight tests the mismatch between
sensor measuring and vehicle motion is reduced by mounting the sensor on a noseboom to
be out of downwash. But pitot static systems quit working at speeds below about 25 kts
and vanes also require some aerodyiiamic flow and cannot be used at hover and very low
speeds. In addition noseboom natural frequencies may be excited by helicopter vibratory
frequencies, which results in oscillations, especially on the measurement obtained from
vanes.

Alternative solutions to measure longitudinal, lateral, and vertical velocities of
helicopters are rare. The integration of measured accelerations may yield poor accuracy,
because of the measurement problems of accelerations themselves. Tracking systems, based
on radar or laser techniques, have already been used for system identification purposes
[17]. But such systems are usually not available.

Although the deficiencies of conventional air data systems in helicopters are obvious,
there has been no major improvement in rotorcraft airspeed sensing for a long time. During
the last decade, however, various different and innovating approaches have been made to
solve the low airspeed and flow direction measurement problem [32 to 37]. Two of these
systems which are available as production units are shown in Figure 14 and 15: the LORAS
(Pacer Systems) and the LASSIE (Marconi Avionics).

The Low Range Airspeed System (LORAS) uses a motor driven rotating bar with a venturi
tube at each end. The venturis are connected to either side of a differential pressure
transducer where the measurements are converted to electrical signals. An on-board
computer resolves these signals azimuthally and outputs forward and lateral airspeed,
density altitude or air density. The best sensor position is above the rotor so that the
LORAS installation usually requires a nonrotating standpipe through the main rotor shaft.

The Low Air Speed Sensing and Indicating Equipment (LASSIE) consists of a swivelling
pitot static probe. It is installed on the fuselage and sited underneath the rotor. The
sensor is free to rotate in pitch direction (angle of attack measurement) and it can
rotate up to 1 45 degrees in yaw direction (sideslip angle measurement). Probe angles,
static and dynamic pressure are fed to an on-board air data computer that outputs forward
and lateral airspeed, height and height rate, and, except for low speeds, vertical
velocity.

Both, LORAS and LASSIE, are based on pressure measurements. Therefore Figure 16
compares these systems with the conventional pitot static system. The main disadvantage
of the pitot static system is the small difference between the static and dynamic
pressure for low aircraft speed. This drawback can be removed by superimposing a defined
dynamic pres.sire: due to its rotation the LORAS rotor generates a high constant dynamic
pressure level for both sensors. When the helicopter moves, the pressure differences be-
tweer the advancing and the retreating sensor can be measured with high accuracy.
Evaluating these differences at defined sensor azimuth positions yields a linear pressure
to airspeed relationship. In hor and at low speeds the LASSIE sensor works within the
rotor dc4nwash using the flow to a,2just the swivelling probe and to raise the dynamic
pressure level. When it is free frow downwash the sensor works like a conventional
swivelling pitot static system. Helicopter speed is calculated from measurements of both
dynamic pressure and probe angles of itcack and sideslip. It turns out that the calculation
is based mainly on tl.e probe angles when the sensor is in downwash, whereas it is
primarily based on pressure measurement when the probe .s freo from the rotorwash. The
transition phase, however, is higily nonlinear and requires accurate system characterization
and calibration.

Various flight tests have been conducted to investigate the feasibility of low air-
speed measuring eybtems. However, only steady state flight conditions have been evaluated
and no in-flight dynamic benaviour of these systems has been considered. This is mainly
due to the problem that true and measured airspeeds have to be compared. But what can be
done when the "true" values crn only be measured by equipment that may be even less
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precise than the system under test itself? Parameter identification, however, is based
on the evaluation of non-steady state flight maneuvers. Although the LASSIE has been used
successfully for the identification of a MBB BO 105 helicopter at 70 knots forward speed,
there is no unique solution to the airspeed measuring problem for system identification
flight tests (181. In addition, no measuring system is able to sense the vertical
velocity in the low speed regime directly. In general,vertical velocity is calculated
from acceleration or static pressure measurements.

4. ROTORCRAFT MODELING

The selection of adequate mathematical helicopter models to be used in the
identification is one of the most important steps of the identification procedure. This
task is usually referred to as rotorcraft modeling or, more precisely, as model structure
determination. The objective is to define the structure, that is the size and the order,
of the required model. The quantification of the coefficients, then, is part of the
parameter identification.

There are two principle aspects of rotorcraft modeling:

1. The determination of the degrees of freedom and, consequently, of the equations that
are necessary to describe rotorcraft dynamic behaviour

2. The isolation of significant parameters to reduce the number of unknowns.

Within this section both aspects are discussed in detail.

4.1 MODELING OF ROTORCRAFT DYNAMICS

It has already been pointed out that helicopters have a large number of coupled
degrees of freedom (DOF) that occur in both rotating and nonrotating axes. The complete
mathematical model of rotorcraft necessarily must be very complex, inasmuch as nonlinear
and time variant aerodynamic effects also have to be considered. It has to be stated at
the outset that the presently known and available system identification techniques are
not able to determine such "global" systems. But these models are usually only needed for
some detailed simulations or specific analyses and they may be very inefficient for
handling more general problems, like control system design, stability and control
analysis and direct correlation with flight test data for validation purposes. Therefore
model simplifications are required and there is a need for simple and still accurate
mathematical rotorcraft models. This is the problem area that provides both a challenge
and strong motivation for applying system identification methods.

Considerations to simplify analytical models are mostly ba ed on mode decoupling
assumptions to split the model differential equations into independent subsystems.
Usually, this can be done without significant loss of accuracy when 1. the coupling
intensity is rather low or 2. the frequencies are well separated from each other and
there is only interest in a specific frequency range or 3. an equation has only minor
influence and can be neglected . For rotorcraft identification the reduction of the model
to a reasonable size is required by the inherently limited data information content, by
constraints of computational resources, and by the restricted applicability of
identification algorithms. But this reduction has to be carried out very carefully as the
assumptions it is based on are actually only approximations. Errors, like ignoring modes
or modal couplings which are, in fact, significant, will lead to severe identification
problems and to false results.

Taking the MBB BO 105 helicopter as an example, Figure 17 summarizes typical frequency
ranges of the rigid body and rotor motions. A comparison of the frequency relationships
clearly shows that rigid body long period and short period modes can be within the same
frequency range. In addition, short period modes may also interfere with blade flapping
and lagging motions, in particular with flap regressing and lag regressing. Higher
harmonics are virtually uncoupled from rigid body modes but they can be within the same
frequency range as blade flap and lag advancing modes. This consideration leads directly
to one of the basic questions of rotorcraft identification, whether rotor DOF have to be
included in the model and to what extent. Therefore, various models with different degrees
of complexity are presented in the following section.

4.2 ANALYTICAL ROTORCRAFT MODELS

Rotor blade motions are usually described and measured in a rotating coordinate
system whereas rigid body motions are defined in non-rotating axes. The nonlinear equations
of helicopter motions therefore contain fuselage states xF and control variables u in the
non-rotating axis system and also rotor states xr in the rotating axis system, denoted
by the subscript r. In addition, some equation t~rms are periodic with rotor blade azimuth
or with time.

XF fF(xF ' x , u, t)

r r
R f Rf(xF1 XR, u, t)
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Linearization then yields linear equations with periodic coefficients:

.rr
F =F FFM~x F + F FRM~x R + G FMtU

R = FRM(t)xF + FRR(t)xr + GR(t)u

where the block matrices F and FRR define the coefficients of the uncoupled fuselage
and rotor motion and FFR and FRF describe the fuselage-rotor and the rotor-fuselagecoupling.

The transformation from rotating to non-rotating axes physically means describing
the attitude and shape of the tip path plane with respect to the shaft instead of
describing the individual blade motions. However, tip path plane variables usually cannot
be measured directly and therefore specific evaluation techniques are needed to calculate
these variables from blade motion measurements. Such tip path plane resolving methods are
Fourier analysis and Kalman estimation technique. When blade flapping angles $i and blade
azimuth angles *i are measured the Fourier transform for the flapping motion yields
for an N-bladed rotor [11]:

N
Bo = 1/N Bii=1

N
Bns= 2/N I Bisin ni

N
6nc= 2/N Blcos nti

N
8d = 1/N s Bi(-1) N even only

The variables in the non-rotating coordinate system are then

so the coning angle
aic the tip path plane tilt in pitch
Ils the tip path plane tilt in roll

ad the differential coning
Onc /s the tip path plane wrap (n>1)

The Kalman estimator technique for tip path plane resolving from flapping measurements is
discussed in [38]. It was found to be superior to the Fourier method when data are noise-
contaminated .

The lagging motion is transformed in a similar way as the flapping motion. The
transformation of all variables of the rotating reference axes to the non-rotating axis
system and the averaging of all periodic coefficients results in the linear constant
coefficient model

XF = AFFXF + AFRXR + BFu

SR = ARFxF + 
ARRXR + BRU

This set of first order differential equations is suitable for use in system identification.
The variables are defined in a no:-rotating reference system. The matrices A, and A,
define the uncoupled fuselage and rotor modes, the matrices AFR and ARP repreent th
corresponding coupling terms. The actual size of the matrices and vectors depends on
the number of degrees of freedom considered and on the degree of approximation.

Taking a 4-bladed helicopter as an example Figure 18 demonstrates that a variety of
candidate models of different complexity can be derived for use in flight dynamic studies.
When all rigid body degrees of freedom (DOF) and blade flapping and lagging motions are
considered the helicopter has 14 DOF. The nonlinear equations are first transformed to
linear differential equations with periodic coefficients and then to constant coefficient
equations. The resulting model still represents 14 DOF, however, two approximations already
have been applied: small perturbation assumption and periodic coefficient averaging.
There are about 325 state matrix coefficients, more than 300 of them have to be identified
unless any derivatives are known or can be neglected. It depends on the studies the model
is used for whether the model size can be reduced and to what extent. In general, however,
higher harmonic terms (tip path plane wrap), differential coning and differential
collective lag (ad and ;d) can be ignored for most flight dynamic studies. This leads to
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a 12 DOF model with a 6 DOF rotor representation (3 DOF for the tip path plane, 3 DOF
for the inpiane motion). It allows for coupling between the flapping and lagging motion.
Further simplifications of this model result in 12 or 10 DOF models that use a first order
representation of both flapping and lagging. The 10 DOF model is the most simple model
that still includes the rotor DOF separately. The derivation of the first order model is

N shown for the flapping motion in a subsequent section.

So far, models have been presented which included both flapping and lagging DOF. The
next level of approximation is based on the assumption that inplane DOF can be ignored
because their influence on the overall rotorcraft response is very small.(Nevertheless,
they may be required for high gain feedback studies and, in particular, for the investigation
of resonance phenomena.)The flap-lag models can then be reduced to four models that
include only the rotor flapping DOF and the rigid body DO?: a 10 DOF model that still
accounts for higher harmonic components, a 9 DOF model representing coning and first
harmonics, and two models with 9 and 8 DOF, which use a first order rotor representation.

One of the most often used assumptions to simplify rotorcraft models is the decoupling
of high frequency rotor modes and low frequency fuselage modes. This yields a 6 DOF rigid
body model. When deriving this model from higher order analytical models the rotor
equations cannot simply be omitted, but a mathematical model reduction method, based on
the assumption of quasi-static rotor behaviour, has to be used (this reduction technique
is discussed in the subsequent section). The model obtained is often referred to as
quasi-static model. It is identical in structure and size to the 6 DOF rigid body
representation of fixed-wing aircraft. However, the separation into longitudinal and
lateral-directional motions is, in general, not appropriate for helicopters because of
strong coupling effects. But this separation may be possible for high speed flight
conditions. For the hovering flight condition vertical forces and yaw moments may be
virtually decoupled from longitudinal and lateral forces and from pitch and roll moments.
Hence, a separation into 4 DOF and 2 DOF models may be possible.

4.3 REDUCTION TO FIRST ORDER AND QUASI-STATIC MODELS

Usually, model simplifications are achieved by omitting defined equations and states.
Some of the previously presented models, however, are obtained by the application of
specific reduction techniques. This section first describes the derivation of the first
order rotor representation for the flapping motion and then discusses the reduction to
the quasi-static model [111.

The tip path plane motion (without inplane DOF) is described by

kR A RRxR

and in detail

a a,, a aI  a6 0

1 c a21 22 a2 5  a2 6  6 c

i8 a3  32 33 a34 3 5  a3 6  s

0 0 0 0 0 0 $0

1c 0 1 0 0 0 0 6 1c

Usually the circled equation terms have only minor influence on the overall rotor response
characteristic and can be neglected. Then

a1 0- - ]

i 1c a 22 a 23 a 25 a 26 $1c

1s .a 32 a 33 a 35 a 361 $s]
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Longitudinal and lateral flapping are described by two first order differential equations
that model the flap regressive mode. The second order equation for the coning mode is
considered to be decoupled and, since the coning mode frequency is usually much higher
than the flap regressive frequency, this equation may be ignored. The advantage of this
rotor represe;itation is a relatively simple tip path plane characterization that still
retains a good approximation of the flap regressive mode[39]. The inplane motion equations
can be reduced in a similar way as the flapping equations are reduced.

The 6 DOF rigid body quasi-static model is derived from

XF = AFFXF + AFRXR + BFU

AR A ARFXF + ARRXR + BRU

Setting kR equal to zero yields for the second equation

-1 -1
x - A x-. uR RR RFXF - ARR • BRU

Substituting this equation into the first equation results in

-1 . AF) x + (B -1 . BR)u
F AF - AFR ARR RE)F+B - *ARP R

A x+ B*u

The obtained model considers only fuselage states, the matrices A_ and B contain the
quasi-static derivatives. It is clearly to be seen that the initi rigid body coefficients
are modified by rotor and coupling terms. Thus the rotor contribution to the rotorcraft
motion is lumped into the fuselage coefficients.

The quasi-static model was derived assuming the rotor dynamics to be neglected
(*D=O). Physically this means that the rotor tip path plane can be tilted instantaneously
ang immediately reaches its new trim position when an input is applied. This assumption
is justified when rotor frequencies are essentially higher than rigid body frequencies.
The rotor response is then virtually instantaneous in comparison with the fuselage response.

4.4 ROTORCRAFT IDENTIFICATION MODELS

The linear constant coefficient models previously described are prime candidates for
use in system identification. On the basis of experience, a priori knowledge and
simulation results the minimum order model has to be selected that satisfies both the
requirements of the studies the model will be used for and the requirements of the data
evaluation methods. It is important to visualize that an adequate model has to be defined
at an early stage of the preparation phase because of its great influence on rotorcraft
instrumentation, input signal design, and data processing:

1. The variables to be measured are defined by the model used in the identification.
Therefore, increasing the size of the mathematical model also increases the amount
of effort and-expense connected with sensor equipment and its installation, signal
conversion, data recording, calibration, and analysis.

2. Input signals are designed to not only excite all modes of interest but also to avoid
the excitation of those modes not considered by the model. It follows that an
appropriate input signal can only be developed when the frequency ranges of interest
have been defined.

3. Data processing has been discussed extensively in part 5 and 6 of this lecture series
[3]. There are two main rotorcraft data characteristics that influence the processing
phase: 1. large identification models require a multitude of variables to be processed,
2. high frequency modes necessitate high sampling rates. Both characteristics cause
a large amount of data to be stored and evaluated,which requires much computing time.

Until now, only rigid body DOF models have been used for rotorcraft identification
from flight test data. Major attempts to include rotor DOF as well have been made only
for the evaluation of compi ter simulated data [111 but not for the extraction of parameters
from flight test data. Olv ous reasons for this development are certainly that rotor state
measurements are often not available and that there is still the need for evaluation
techniques that are able to process a large amount of data and to estimate a large number
of unknown parameters within tolerable limits of computing time and costs. Other more
subtle reasons may arise from the difficulties in increasing the data information
content.

Analytical and identified rigid body models are identical in their structure. But
there is a difference in the definition of the coefficients. The analytical models assume
a quasi-static rotor behaviour. In reality, however, the rotor does not follow a control
input instantaneously, but it reaches its new steady state only after some revolutions.
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It is easy to imagine that there can be significant differences between the quasi-
static and the actual rotor response when control inputs are applied and the helicopter
is flying in non-steady state flight conditions. System identification is based on flight
test data where specific control inputs are used to produce dynamic helicopter responses.
Therefore, identified derivatives represent the rigid body derivatives plus an average
rotor contribution. They cannot be identical to the quasi-static values. The differences
between these averaged coefficients and the quasi-static derivatives may be relatively
small, but they have to be considered when identified and analytical values are compared.

Figure 19 presents BO 105 time history responses obtained from a non-linear computer
simulation that includes 5 rigid body DOF (without yaw motion) and 4 DOF per blade: flap,
lag, torsion, and control flexibility [40]. The part of the roll acceleration response
where the input signal changes its amplitude has been enlarged in Figure 20. The 4/rev
vibration mode of the 4-bladed helicopter is clearly to be seen. In addition a 4.8 Hz
oscillation due to blade inplane motion is indicated,which damps out after a couple of
rotor revolutions. Although the input signal is filtered to avoid the excitation of rotor
modes the influence of the rotor transient on the rigid body motion is so dominant that
the 6 DOF model response is rather incorrect for this time period. It follows that a
rigid body model may be used when higher frequency motions and rotor transient effects
can be ignored but such a model is not appropriate for a more precise description of
rotorcraft behaviour. Nevertheless fuselage-only models have been used and are still used
extensively for both stability and control analysis and control system design and,
consequently, they are used for system identification too. The need to also include rotor
DOF into the model was first established and re-emphasised by Molusis [8, 10, 11], who
strongly recommended the use of a 9 DOF model (rigid body, rotor coning, tip path plane
tili). A further extension is proposed by [20] requiring a minimum model of 12 DOF that
also includes 3 rotor inplane DOF.

To demonstrate the significance of explicit rotor modeling Sikorsky CH-53 flight test
data are compared with the pitch acceleration response of three different linear models:

1. A 6 DOF model with only fuselage states
2. A 9 DOF model with 6 rigid body DOF and 3 rotor flapping DOF, where the rotor is

modeled as a first order system
3. A 9 DOF model where the flapping rotor is described by second order equations.

The results are shown in Figure 21, taken from [20]. They were obtained from a model
estimation program based on regression analysis. When the 6 DOF model is used, only a
relatively poor curve fit can be achieved because of the rotor transient effects. Hence,
the additional modeling of rotor DOF results in a significant increase in model accuracy.
When a second order representation is used instead of a first order rotor model no
significant further improvement can be seen.

4.5 ISOLATION OF SIGNIFICANT PARAMETERS

Once the decision is made which DOF are considered by the identification model the
significant model parameters have to be determined. The basic idea is that parameters
found to be significant, i.e. parameters which contribute distinctively to aircraft
motion, can also be identified accurately. However, parameters with only minor influence
on vehicle mction cannot be identified with reasonable confidence and, consequently, can
be ignored. This step of rotorcraft modeling is of fundamental importance as it represents
a powerful tool to reduce the number of unknown parameters to be identified.

One approach to determine which parameters are significant is based on Bode plots
evaluation. This technique has been discussed in more detail in part 3 of this lecture
series [1]. For each model equation a set of transfer functions multiplied by the
corresponding equation coefficient is calculated and plotted as shown in Figure 22 for
the roll moment equation of a linear model of the Sikorsky S-61 in hover. Considering
the frequency range of the input signal used for the data run of interest the amplitudes
of all equation terms are compared: high amplitudes indicate dominant terms that can be
identified whereas low amplitude terms may be ignored. The main advantages of this
evaluation method are that it is easy to implement and that it gives a considerable
insight into the relationship of system excitation and parameter identifiability. The
technique has been used successfully for fixed wing aircraft [41], for helicopters,
however, it can lose part of its simplicity when plots of many parameters have to be
evaluated. Figure 22 is based on a 6 DOF model where 4 DOF represent the rigid body and
2 DOF describe the tip path plane pitch and roll [42]. It demonstrates that the parameter
curves often interfere with each other and sometimes can hardly be distinguished. In
addition, there are also high amplitude changes within a small frequency range. The
application of the Bode plot method then requires an accurate frequency analysis of the
input signal.

Another method to isolate significant model equation terms uses the time domain. As
it is also based on the separate evaluation of each equation the S-61 roll moment equation
is again used as an example

P=Lu +LvV+Lpp+Lqq+LcRR+L s0R+LpRPRc+LqRqR+Lac

For all variables the absolute values of the time histories are integrated over the time
span used in the identification (Integral criterion). The equation terms are then
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fIl~dt, Lu fluldt, Lv fjvjdt etc.

As the inertia term usually also is the reference term in the identification it is
meaningful to normalize all terms by J jIdt.Figure 23 shows the magnitude of the resulting
terms when a run is evaluated where an optimized input signal was applied to the lateral
cyclic. It also presents results obtained from two modifications of this technique: the
integral criterion is replaced by first, a route mean squares criterion and second, a
maximum absolute value criterion. Comparing the amplitudes shown in Figure 23 it is
obvious that for example, LOR and L are dominant whereas L R and especially L Rhave
only minor influence. Although three basically different criter±i are used, q almost
identical tendencies in parameter significance can be seen. The magnitude of the inertia
term is of special importance. If it is small in comparison to other equation terms there
is no significant reference term in the equation. Hence, only parameter relationships can
be determined.

The parameter isolation criteria were applied to the Sikorsky S-61 model. As much as
22 % of the stability and control derivatives (12 out of 54) were neglected and set equal
to zero. Figure 24 compares the time responses of both the complete and the reduced model.
This parameter isolation technique uses measured or simulated system response data directly.
Therefore no special attention has to be given to any frequency analysis of the input
signal.

/
Both the Bode plot technique and the time history method are powerful tools to isolate

significant equation terms and identifiable parameters. The Bode plot method is certainly
most valuable for the input signal design phase, whereas the time history technique may
be more suited for the identification phase. As it is computationally very easy to
implement it can be used within an iterative identification procedure to confirm or update
the momentary model structure.

5. ROTORCRAFT IDENTIFICATION FROM FLIGHT TEST DATA

Helicopter identifications have been conducted using various identification techniques
which include relatively simple equation error methods but also more sophisticated
techniques like maximum likelihood, extended Kalman filter, and Bayesian approach. In
general, however, only input signals like step, pulse and doublets were applied although
both many unknown parameters and limited data length require the use of more efficient
input signals to raise the data information content. This section therefore presents
identification results from flight test data where optimized input signals were applied
to a MBB BO 105 helicopter, equipped with a fly-by-wire system. A description of this
helicopter is given in 1431. Flight tests were conducted at a trim speed of 70 knots
TAS where the aircraft is slightly unstable. The identification results were obtained
from least squares, instrumental variable, and maximum likelihood techniques.

5.1 EVALUATION OF SINGLE RUNS

To excite the rigid body helicopter modes pseudostochastic input signals were used
that consist of a sequence of step functions. They have already been discussed in detail
in part 3 of this lecture series [1]. The signals were generated electronically and fed
to the helicopter's fly-by-wire control system. They were started by the pilot as soon as
the aircraft had reached its defined steady state trim flight condition. Three different
input signal combinations were used (Figure 25): first, the input signal was applied only
once to one control, second the signal was applied twice to the same control. The moment
to restart the signal was chosen by the pilot in such a way to keep the aircraft within
small perturbation limits from trim position. The third combination was similar to the
second one, but now the restarted signal was applied to another control.

Identification results for each of these combinations are now presented. The
identification model considers 6 rigid body DOF, about 25 stability derivatives have to
be determined. Using the least squares equation error nethod a 15 second duration run with
a collective control input was evaluated. The time histories of the measured data and the
identified model are shown in Figure 26. It is clearly to be seen that only a poor fit is
obtained. Attempts to improve this result using the iterative techniques, instrumental
variable and maximum likelihood,failed because of convergence problems. Figure 27 presents
time histories obtained form the identification of a 30 second duration run with two
sequential collective control input signals. In comparison with the previous run this run
should have a significantly higher information content because an additional input signal
was applied and a longer time span is evaluated. But no noticeable improvement in the
least squares result was obtained. However, the instrumental variable converged and the
improvement is obvious. Nevertheless the curve fit is still not satisfactory.

During the evaluation of various flight tests it became clear that it is very
difficult or sometimes even impossible to accurately identify the helicopter when only
one control is used to excite all rigid body modes. This may be caused by the fact that,
for example, a collective control input primarily excites the longitudinal motion (Z-force)
whereas the lateral-directional motion is only influenced because of coupling effects.
Although there is a high coupling intensity - this is clearly indicated by almost the
same magnitude of the pitch rate and roll rate response - no sufficient information about
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the system can be obtained from inputs to a single control. Consequently, an additional
excitation of another control may help to improve this situation. Therefore a run was
evaluated where a control input was first applied to the collective and then to the
lateral cyclic. Now both longitudinal and lateral-directional motions are excited directly.
Figure 28 presents flight test data and the time histories of the identified models
obtained from the least squares and the instrumental variable technique. These time
histories are almost identical and show a good agreement with the measured data. This
run was also identified using the maximum likelihood method. As can be seen from Figure 29
a satisfactory result was obtained which confirms that a successful identification can be
accomplished when both longitudinal and lateral-directional motions are excited directly
by appropriate controls and optimized input signals.

However, the use of different controls within one run is always problematic for a
helicopter. As shown in the last two examples, a time duration of about 25 to 30 seconds
is required when the so-called "3-2-1-1" pseudostochastic signal is used sequentially.
More unstable helicopter flight conditions will not allow this data length without any
stability augmentation systems or pilot actions, which leads directly to the closed loop
identification problem. The time duration can be reduced by simultaneous excitations of
two controls. This can easily be accomplished when an automatic input device is available.
But even for very skilled pilots it is certainly extremely difficult to qive two signals -
well defined in both amplitude and timing and also statistically independent from each
other - simultaneously to different controls.

5.2 EVALUATION OF MULTIPLE RUNS

When all possibilities during the preparation and flight test phase have been utilized
to fulfill system identification requirements and it is still not possible to accurately
identify the helicopter from one data run, more powerful identification procedures have
to be used. One approach to this problem is the application of identification techniques
that allow use of information from multiple data runs. As shown in Figure 30, the single
run evaluation considers each run independently of the others, which also results in one
identified model for each run. It has been demonstrated that poor results are often
obtained because of insufficient data information content. In the multiple run evaluation,
however, a combination of various independent runs is identified. The result, then, is
one model that is valid for each of the identified runs.

Identification results obtained from a combination of three different runs are now
presented. In the first run a collective control input was used primarily to excite the
longitudinal aircraft motion, in the second run the lateral-directional motion was excited
by a lateral cyclic control input and the third run was included to provide additional
information about the yaw characteristic. Figure 31 shows the flight test data and the
time histories of the identified models obtained from both the least squares and the
instrumental variable technique, whereas Figure 32 presents the max"-''? likelihood results.
It can be seen that each of these methods yields a satisfactory curve fit which is
especially true for the maximum likelihood result. Discrepancies in the lift equation
(vertical acceleration a z) probably arise from inaccurate vertical velocity measurements.

The first of the three runs (collective input) has already been presented in Figure 26.
It was used for a single run evaluation, however, only unsatisfactory results could be
obtained. Only the combination with additional data from other runs makes it possible to
accurately identify the helicopter. This example clearly shows the main advantages of the
multiple run evaluation with respect to rotorcraft identification:

1. A physically meaningful combination of different runs provides a large amount of
information about the system under test although the individual runs may contain only
a certain part of this information.

2. It is sufficient if an individual run contributes only a specific part or the total
information content to the overall evaluation. This requirement simplifies the input
signals and, consequently, improves the signal flyability, as only a part of all modes
of interest has to be excited within one run.

3. Insufficient data length, for example due to system instabilities, can be compensated
to a certain extent by the use of additional data from other runs. The example presented
includes three runs of 15 seconds duration each. However, to conduct one run of 45
seconds duration is usually not possible without any stabilization efforts.

Furthermore, Gould and Hindson [14] have demonstrated that the combined evaluation of
various similar runs makes it possible to reduce the influences of external inputs, like
atmospheric disturbances, on identification results.

The main parameter identification objective is the determination of flight mechanical
derivatives that can be related to analytical calculations or to wind tunnel measurements.
Therefore Figure 33 presents the identified values of some of the main stability
derivatives together with their quasi-static a priori values for each of the previously
discussed evaluations. In addition, results are given that were obtained from the combined
identification of two different runs, where a collective control input (first run) and a
lateral cyclic control input (second run) were applied. For some of these cases various
runs or various combinations of different runs were identified:

L' . -- MM M
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Evaluation of 1 input signal No of runs or ID Notation
applied to combinations method in Fig. 33

single run collective 4 least squares A

multiple runs

2 runs collective (Ist run) 13 instrumental D
lat cyclic (2nd run) variable

3 runs collective (1st run)
lat cyclic (2nd run) 7 instrumental E
tail rotor (3rd run) variable

The mean value and the standard deviation of the resulting derivatives are
presented. Derivatives shown without standard deviation were obtained only from one run
or one combination. This is the case for those runs where two signals were applied
sequentially (B, C) and for the maximum likelihood results. Comparing the identified
derivatives it should be noted that they are obtained from different runs, various
combinations of different runs and also from different identification methods. Therefore
identical values cannot be expected. However, it can be stated that there is a good
agreement between the results, except for the first two cases shown (A and B) where only
one control was used to excite all rigid body modes. Once more, this result confirms the
need for excitations using different controls.

When the results obtained from the instrumental variable and the maximum likelihood
method are compared it can be seen that the maximum likelihood technique yields a better
curve fit. This is almost self-evident as the maximum likelihood criterion is defined to
minimize the output error whereas the instrumental variable method minimizes the equation
error. The identified derivatives, however, are of the same order. It also has to be
considered that the computation times of the least squares,of the instrumental variable,
and of the maximum likelihood techniques differ roughly by a factor of ten. The maximum
likelihood identification of three runs, for example, required about 3 1/2 hours CPU-time
on a Siemens 7.755 computer. The instrumental variable result was obtained within about
20 minutes CPU-time. Of course, these numbers cannot be representative as the CPU-time
depends to a large extent on program convergence and the number of iterations. But it
turned out that the computing time relationships are similar even when other data were
evaluated. Therefore the decision,which method is used for the identification of a heli-
copter may often be dictated by computing time availability and cost considerations,
especially when even larger systems (inclusion of rotor DOF) have to be identified.

6. CONCLUDING REMARKS

In this lecture an overview of rotorcraft identification with respect to practical
applications was given. Problems associated with the identification were discussed.Reliable
identification results can only be obtained when flight test data have been measured with
high accuracy. Therefore, measuring difficulties due to helicopter characteristics were
discussed in detail. Emphasis was also placed on rotorcraft modeling. Various candidate
models of different complexity to be used in the identification as well as techniques
to isolate significant parameters and to reduce the number of unknowns were presented.

Identification results obtained from MBB BO 105 flight test data were given.
Identification techniques that allow use of information from different data runs were
applied. This multiple run evaluation is ideally suited for rotorcraft identification
for two main reasons: 1. only a part of all modes of interest has to be excited within
a single run,which simplifies both input signal and flight test conduction. 2. insufficient
data length, due to helicopter instabilities, can be compensated to a certain extent by
the use of additional data from other runs. It was demonstrated that a physically
meaningful combination of different runs provides a sufficient amount of information about
the system under test to successfully identify rotorcraft derivatives.

The multiple run evaluation together with the application of optimized input signals
and a high quality flight test instrumentation are powerful tools for the identification
of helicopters. Future flight test data evaluations still have to prove that these
techniques can also be used to satisfy two main rotorcraft identification objectives:
1. the identification of models including rotor degrees of freedom and 2. the identifi-
cation of highly unstable flight conditions. In addition, attempts have to be made to
consider also non-linear effects of rotorcraft behaviour.
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IDENTIFICATION EXPERIENCE IN EXTREME FLIGHT REGIMES

by

A. Jean Ross

Flight Systems Department
Royal Aircraft Establishment

Farnborough, Hampshire
England

1 INTRODUCTION

Those of you involved with combat aircraft will know that much effort goes into
obtaining acceptable flying qualities during manoeuvring, that is at high angles of
attack. The design and implementation of the control laws, which are almost invariably
necessary for today's high performance aircraft, depend on the values of the stability
and control derivatives, and so a number of research programmes have been directed
towards identifying them from full-sca'e flight tests, or from free-flight model tests.
The derivatives are often varying significantly with angle of attack, perhaps with Mach
number, and nonlinearities can be expected. As a result, the responses to control pulses
may not be the typical longitudinal short-period or lateral Dutch roll oscillations, so
that the classic equations of motion based on linear derivatives cannot always be used.
This fact is the crux of the problem, as we have to choose the form of the mathematical
model* of the aerodynamics (and kinematics) which will reproduce the response adequately.
There are two different approaches to the problem, either to start with a very complica-
ted mathematical model (with power series expansions of the aerodynamic forces and
moments) and choose the most significant terms on a statistical basis for each response,
or to use a simpler model with only those nonlinear terms suggested by physical considera-
tions. The latter approach is advocated here, even though it usually calls for additional
work and thought by the analyst, and I hope that you will appreciate the reasons for this
choice by the end of the lecture.

The principles of the statistical approach are described briefly in section 2.1,
and some results are used to illustrate the reservations that some flight dynamicists
have in 'leaving out the physics'. Once the form of the mathematical model has been
chosen, then any of the output error methods developed for parameter identification can
be used to abstract the aerodynamic coefficients. The treatment of the nonlinear terms
is described in section 2.2, and the tests which should be applied to assess the validity
of the results are discussed in section 2.3.

A particular problem that we have approached at RAE, using as simple a model as
possible to represent wing rock response, is described in some detail in section 3, to
show how other information is incorporated in the identification process. Unfortunately,
I have not found an example to compare the two approaches to the choice of the form of
the mathematical model for the same set of responses. Selected results from investiga-
tions of other manoeuvres at high angles of attack are given in section 4, to show the
types of problems which have been solved, and to illustrate some effects of nonlinearities.

2 MATHEMATICAL TECHNIQUES

2.1 Form of the mathematical model

The equations of motion of an aircraft are usually expressed, via Newton's laws of
motion, in terms of the forces and moments acting on the moving body, together with
equations giving the kinematic relationships. These latter equations can be expressed
in their exact form, or can be approximated according to the responses being analysed.
For example, the kinematic equation for the rate of change of bank angle is given exactly
by

$ : p + r cos 0 tan e+ q sin 4' tan) (1)

For lateral disturbances from straight and level flight, when 0 0 , equation (1) can
be replaced by the linear equation

$ = p (2)

However, it is not necessary to linearise the kinematic equations used in the identifi-
cation process, and the exact equations may be retained if necessary. It is the repre-
sertation of the aerodynamic forces and moments in the equations of motion which causes
the difficulty. At low angles of attack, experience has shown that the aerodynamic

* It should be noted that 'mathematical model' can be used in two ways, either to denote
the form of the equations, or to denote the numerical values of the coefficients in the
equations. In this Lecture, the term is used for the form of the equations.
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forces and moments are adequately represented by retaining only the linear terms in the
Taylor series expansions, ie the stability and control derivatives. Thus pitching
moment is expressed as

M =M , SL5  +LM q, + 2M , + Mn' (3)
M a 3O q -s 3 C an (3)

where the dimensional form is used for clarity, and the prime ' denotes perturbation
from a steady state. It is not usually necessary to introduce pitching moments due to
the lateral response variables, as these are negligible for most configurations. (This
is not true, of course, for such asymmetric layouts as the oblique wing 1.)

For flight at higher angles of attack, it is possible that this linear representa-

tion is not adequate, and so additional terms in the Taylor series expansions have to be
retained. The problem comes in choosing which terms. The 'physical' approach is to use
data from other sources, mainly wind-tunnel results, to guide in the choice of terms, and
only those needed t, give the indicated degree of nonlinearity are retained. The
'statistical' approach is to include all possible terms up to a given order in a particu-
lar expansion, and to choose the terms having statistical significance in a given response.
The polynomial representation of the aerodynamic forces and moments may not be appropriate
for some phenomena, and it may be necessary to introduce discontinuities or hysteresis if
the responses are due in part to forces arising from flow separation and reattachment
effects near stalling conditions. Gust penetration and ground effect are other examples
which require other forms of modelling. However, we shall concentrate on polynomial
representation in this Lecture.

In order to fix ideas, we now consider the pitching moment at high angle of attack
for the F-4 (Phantom) aircraft. Two longitudinal responses, in which angle of attack
varied between 20 and 40", have been analysed and reported 

2 3
, using different mathe-

matical models and different techniques to determine them. The wind-tunnel results for
Cm(a) at zero sideslip are shown in Fig la, together with the results from the identifi-
cation of two different responses designated Run 20 in Ref 2, and Run 14 in Ref 3. If
we use the physical approach to choose the maximum order of the polynomial to represent

'm(a), it is obvious that a fairly high order would be required to fit the Cm-a urve
over the complete range of wind-tunnel tests, (0 < a < 52 shown in Fig la). However,
there can be no information in the flight responses to determine Cm(a) for a < 200 or

> 400 , and so it is logical to restrict the representation to the range 200 < a < 400.
We may then use a second-order polynomial to model the variation of Cm(a) with reason-
able accuracy. A datum value of angle of attack has to be introduced, and the incremental
change in angle of attack is then used as the state variable in the equations of motion.
It appears that such a model was chosen in Ref 2, although discussion of the results in
that paper is confined to another response at lower angles of attack; no results for
variation of pitching moment with sideslip are quoted.

In contrast, the statistical approach is used in Ref 3 where each of the static
coefficients, control effectiveness derivatives and dynamic derivatives are expanded in
the form

c = Co(a,]+ c5  ii + ij (4)

estr foroes o:nd moments, such as Cma,8), are exoanded so that all terms in a' 3
obtained from linear combinations of (K a + k2 $)

n
, n = 1,2,3 are included. For pitching

moment, the polynomial in angle of attack had order 9 (ie imax = 9). It is stated that
a, 3 are the reference angles of attack and sideslip respectively, whicn implies that
a, B ir. equation (4) are again incremental changes from the reference condition. The
ritching moment equation then takes the form

n +0ma' + m2 a' 2 
+ mt a'3 + ... + m B' + m 82 +

"0 a 2 s3 8 82

+ masq' + ... +mq +m s'q' + ... m n' + m a's' + ... (9)

if time hist3rios of q, a, 8, q, n are available, then it is possible t? determine the
c(rrlati.)n of q and the subsets of the complete variable set (a, a2 a" , ... , 8, 6...,

I q, Vq, ... , n, an) as each of the parameters ma, ma, . .. , ma, are added one at a
time, using regression analysis. However, angular accelerations such as q are not often
measured, and so the pitch rate response has to be differentiated with respect to time.
Th- process is not described in Ref 3, but is achieved in Ref 2 by first performing a
comnratibility check between the recorded (p, q, r, ax, ay, a,) and the measured

U;, 
3
varie, 

8
vane, altitude, and Euler angles 1, , i). An iterated Kalman filter/fixed-

r)int smcother4 is used to generate an optimal estimate of the aircraft trajectory,
te (, 8, , r). and the angular accelerations are obtained by differentiating the fil-toeI (p, -4, r) . The anialysis of equation (5), and the other equations of motion, is
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basically the equation eiror method of parameter identification, but the error obtained
as each parameter is added to the expansion is tested for significance. (See Appendix A
of Ref 3 for details.) The regression analysis thus yields some initial values for the
significant parameters, which may be used to start the identification using output error
methods. In contrast to the quadratic form used in Ref 2, the static pitching moment
was found to have a significant dependence on a,3  for the response 'Run 14'. This
response also contains a variation of sideslip between -60 and 120, and the m,8' term
was significant. It should be noted that the parameters m, and m.2 , which could be
unexpected from the point of view of symmetry, arise due to the non-zero reference angles
of sideslip and attack. The approximate numerical values of the parameters, as obtained
from Fig 8 of Ref 2 and Fig 17 of Ref 3, are given by

Run 20 (quadratic specified) Cm = - 0.07 - 0.38a' - 0.28a,2 (6)

Run 14 (cubic derived) C = - 0.126 - 0.48a' - o.18.,2 + 4.2a ' 3 (7)m

where a' is the incremental angle of attack, in radians, from the reference angle of
attack of 300. Variation in angle of sideslip is assumed to be zero.

It is not possible to compare the actual flight records, but simulated responses
have been calculated, assuming that speed remains constant and that lateral responses
are zero, in order to assess the effect of the different models. A trim angle of attack
of = 300 has been taken, and the responses shown in Fig lb are due to a steady pull
on the elevator from an initial out-of-trim condition, so that the angle of attack res-
ponse covers the range 200 < a < 400 . The difference in level of Cm at Z = 30°  implies
different trim speeds, but the indicated air speed only differs by 3%, so the motion about
the trim state should not be significantly affected. Although the responses do not match
precisely, the residual error in pitch rate and angle of attack are in fact similar to
those obtained in the actual fit to the flight data for Run 14, (for which the control
input is not given in Ref 3). The computed and flight responses are shown in Fig 2,
plotted to the same scale as Fig lb for comparison. Thus it seems that the introduction
of the cubic in the expansion for Cm as a function of angle of attack is not absolutely
necessary for an adequate fit to be obtained. Unfortunately the response analysed using
the quadratic form (Run 20) is not given in Ref 2 for comparison.

An alternative treatment is possible if a sufficient number of flight records of
reasonable length can be obtained, each of which is a small perturbation from differe.nt
mean states, so that a linear mathematical model can be retained. The experiments -,,
with a remotely-controlled 3/8-scale model of the F-15 were designed to give such responses.
The local value of the linear derivative Cm. has been identified from responses with
small variations in angle of attack about the mean flight condition. About 50 flight
records were analysed, covering the range -2 0

° < a < 500 with typical increments in
a' of ±30. The variation of Cmm with angle of attack obtained from flight tests is
highly nonlinear, indicating that Cm(s) itself is also nonlinear, but agreement with the
results for Cm obtained from static wind-tunnel results is good (Fig 3), (although
there are some changes in level at the extremes of the angle of attack range, near
a -200 and for a = 400 to 500). Since this localised linear representation of Cm(a)
yields satisfactory results, it is interesting to take the comparisons made in Fig 1 one
stage further, ie to linearise the results for Cn of the F-4 over the range
200 < a < 400 , and to calculate the response. Te wind-tunnel results were used for this
comparison and the second-order polynomial giving the best fit to the value of Cm at
a= 200(50)400 , about the trim state of 5 = 300 , was found to be

Cm  - 0.122 - 0.5' - 0.332 (8)

The corresponding linear fit is

Cm - 0.127 - 0.5s' (9)

The various representations of Cm(s) are shown in Fig 4 a, and the resulting responses
are compared in Fig 4b. An idealised elevator doublet was used to generate the response
instead of the pull-up assumed in Fig lb. As may be seen in Fig 4b, the increase in
angle of attack from 300 to400 is followed by an overswing to a = 140 , ie just outside
the range chosen to fit the tunnel data, and it is mainly due to the discrepancy in the
linear and quadratic representations of C m(a) for 140 < a < 200 which causes the slight
differences in the responses.

The same elevator input has also been used with the quadratic equation for Cm(s)
obtained by fitting Run 20, ie flight results for the coefficients in Cm(s) , equation
(6), and the resulting angle of attack is also shown in Fig 4b. A genuine difference is
apparent, in both frequency and amplitude, which can be associated with the change in
level of the mean values of aCm/9a . The values corresponding to the expansions given
in equations (6) to (8) are shown in Fig 5, and it may be seen that 3Cm/a from the
fitted quadratic to the wind-tunnel results is about 20% greater in magnitude than the
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results from Run 20. Since the frequency is approximately proportional to (aCm/3a)1,

for nonlinear systems with small nonlinearities, we could expect a change of lu% in the

responses, as is observed in Fig 4b. It is noticeable (Fig 3) that the values cf DCm/aa
obtained from the tunnel tests on an F-15 configuration are also greater in magnitude
than the values identified from the flight records, over the similar angle of attack
range 100 < a < 350 , so the trends shown in the analysis of the F-4 records are
consistent.

This somewhat lengthy discussion on possible ways of representing Cm(a) has been
included to demonstrate the importance of establishing which nonlinear terms are likely
to make a significant contribution to particular types of responses, before embarking on
a complicated identification process.

The statistical approach to selecting the form of the mathematical model is being

developed, eg Refs 7 to 10, but the various methods suggested are not discussed furtherhere.

2.2 Identification process

As stated in the introductior', the methods based on output error techniques
described in previous lectures can be used to identify the unknown parameters. However,
two different ways of treating the nonlinear terms are currently in use. If the computer
algorithm requires that the equations of motion are linear in the state variables, then
it is necessary to consider the additional nonlinear terms as pseudo-control inputs,
ie terms such as m02 . are replaced by , •bbs , where 

0
obs is obtained from

the observed value of angle of attack. This has often to be derived from the recorded
responses, to correct for instrument position. Thus if the linear equations of motion
are represented by the matrix equation

k Ax + Bu + 6 (10)

and the instrument equations by

y = Cx + Du + c , (11)

then, in order to retain linearity, the matrix product Bu is replaced by the partitioned
product [B : F]Iu : sobs . The matrix F contains the additional parameters, such as
M 2 and mqj and the vector s contains the nonlinear combinations of vRriables, such
as 2 and qa , but these are treated as known inputs.

The alternative treatment retains the nonlinear equations of motion, and usually
necessitates changes to the algorithms, de to extra terms arising in the sensitivity
matrix. Instead of changing the input maurix, the product Ax is replaced by
[A : Flix : sl , where F and s contain the same terms as previously, but the nonlinear
terms in s are obtained from the calculated state variables. In order to illustrate
the different techniques, we consider again the term such as 1.2 . a2 , contributing to
the pitching moment. The sensitivity of q , the rate of pitch, to the unknown parameters
is obtained by partially differentiating the pitching moment equation with respect to each

parameter, so that, for example, _ contains the term . 2) For the

first method, aobs is independent of mq , and so the term is zero, but for second

method, the partial differentiation gives the term M 2 . 2, - . When the iterative process

of solution has converged, and if the calculated values of the variables are close to the
observed values, then the different treatments of the equations of motion should not affect
the values of the identified parameters significantly.

It is usually necessary to take particular notice of the degree of correlation
between parameters, especially between the coefficients associated with expansions of
given derivatives as functions of angle of attack or sideslip. For example, if the
damping-in-pitch derivative is expanded as (mq + mqta + m q202), then it is likely

that the parameters m q, m qa, m q,2 are strongly correlated, since the main contribution

to the response will be associated with the 'total' damping. The final values of strongly
correlated parameters are likely to be dependent on the initial values chosen to start the
iteration, and so it is probably best to identify the dominant parameters first (eg mq)
keeping the higher-order nonlinear parameters fixed. The development of the correlation
can then be traced as the iteration process converges, for each additional nonlinearity
introduced. Experience needs to be gained on both the effects of various nonlinearities
on the response, and on the design of suitable control inputs, to generate responses which
are identifiable in terms of the important parameters.

A different approach to the algorithms needed for identification is taken in Ref 11
where functionals are used to determine the dependence of the state variables on the para-
meters, je the sensitivity. The description of the method is lengthy, and so reference
should be made to the original Report for details. The process yields a time history of
the variation of each parameter value throughout the response, and this may be used as an
additional check on the form of the mathematical model (see section 2.3).
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2.3 Assessment of results

The numerical values of the identified parameters can be assessed in two ways,
which often complement each other, viz their plausibility (judged on a physical basis)
and on the statistical measures produced by the identification process. If the values
are totally unexpected, in terms of magnitude and/or sign, then it is probable that the
response is not sensitive to that parameter, and so the calculated likely error is
probably large, and the associated elements in the sensitivity matrix are relatively
small. In addition, there may be correlation with other parameters, which could then
have associated unexpected values. Such tests have already been described in earlier
Lectures, and so no further details are given here. However, there are further tests
which should be used when there is uncertainty about the form of the mathematical model.

An obvious test is to check that the time history of the residual error in each
response variable is not correlated with any state variable. Significant correlation is
due to terms being omitted from the mathematical model, and the information can be used
to define the form of the additional terms needed. An example 12 of such correlation is
given in Fig 6, where the residual from the linear model is seen to correlate with nz

The response is due to an elevator pulse applied tc a slender-wing research aircraft
(HP 115) and so nonlinear aerodynamic terms can be expected to be significant. The expan-
sions for normal force and pitching moment included terms in a

2
, qa and na (and also

an additional linear term in f ), and when these were added to the identified parameters
the residual has near white noise characteristics (Fig 6b). However, the sensitivities
to the nonlinear terms in the normal force expansion were found to be small, and so the
identification was repeated, successively dropping the Z. 2 , Zqa and Z terms. An

adequate model could be defined without using these normal force derivatives, for which
the sensitivities of the remaining parameters increased, the likely errors in some para-
meter estimates were reduced, and the fit errors to the responses were only slightly
larger, je the statistical measures described earlier were used in the choice of signi-
ficant terms. Again, such a process of reducing the number of identified parameters is
similar to that used for assessing significant derivatives in any linear model.

Some identification methods, (especially those based on extended Kalman filters,
in which pA-2"'Pters are treated as state variables) also give a time history of the value
of each parameter as it is updated throughout the response. An example using this technique
is given in Ref 11. It was found that linear representation of the lateral derivatives
for the C-8A (Buffaio) did not lead to stabilised values of rolling moment due to roll
rate and rolling momknt due to aileron, even though the fit to the response was accept-
able. The C-BA is an STOL aircraft, with a jet-augmented flap on the wing, and so the
form of the Tnathematicz<l model needed at this low-speed extreme of the flight envelope
is not well defined. 7t was known from previous simulator studies that rolling moment
due to roll raze depenied on flap deflection and jet coefficient, and these second-order
derivatives were adde: to the mathematical model. The parameter corrections are shown
in Fig 7, for three riirs of representations of Yp and Z . Although adding the

nonlinear derivatives dependent on Ci and 6F to the terms in C2 (p) stabilised that
derivative, (Fig 7b), the aileron power is not converging to an acceptable level. It
was necessary to add the dependence of Cg(W) on Cj , to give good convergence for ,

and acceptable convergence for k . It should be noticed that the magnitude of the dis-

persion envelopes (±io covariancep evel) are also converging, indicating that the para-
meter is at its best estimate.

If more than one set of responses are available from flight tests at the same Mach
number, and over the same ranges of variables, then it is possible to use the values of
the parameters identified from one set to predict the response to the different control
inputs. Analysis of the residuals between the predicted and flight responses gives an
indication of the adequacy of the mathematical model and of the accuracy of the numerical
values. It is particularly important to have a reasonable number of flight records suit-
able for analysis, so that the results can be checked for consistency over the ranges of
flight conditions covered, eg angle of attack, and/or Mach number, and/or angle of side-
slip. Although the fit obtained for a particular response could be excellent, the values
of some of the identified parameters may be quite different to values obtained from other
responses, and so it would be necessary to recheck that the sensitivities and correlations
are at acceptable levels. Such anomalies are more likely to occur if the form of the
mathematical model is determined for each response, when different terms may or may not be
deemed significant. The different models which could be used for Cm(a) have already
been discussed in section 2.1, and illustrate the difficulty which can arise if the terms
are chosen from a purely statistical basis.

Some guidelines have been suggested by Dr Iliff in Ref 6, which are worthy of being
repeated here, as they summarise and emphasise the process of evaluation of results:

"(i) The higher order statistics of the estimated coefficients of the power series
(such as f tests) must indicate that the estimates are valid.

(ii) The quality of the fit must be good, and even small discrepancies must be
explained since these discrepancies can result in serious misinterpretations
of nonlinear systems.

(iii) The simplest model that adequately fits the data should be chosen; a more
complex model cannot be justified.
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(iv) A consistent trend must result for each estimated coefficient as each irde-
pendent variable is changed.

(v) A plausible physical explanation for each resulting model should be found.

(vi) The resulting model must be evaluated on a completely independent set of
data."

3 IDENTIFICATION OF WING ROCK RESPONSES

5.1 Description of problem

A number of combat aircraft experience lateral handling problems at high angles of
attack and high subsonic speeds, and one adverse phenomenon has been termed 'wing rock'
by pilots. It is defined as an "uncommanded lateral/directional oscillation viewed by
the pilot as oscillations primarily in roll" and its causq was not obvious. At the RAE,
we used a Gnat aircraft to investigate the phenomenon 13,l , as it encounters a controll-
able wing rock, and we applied parameter identification techniques to relate the dynamic
responses to the aerodynamic forces and moments causing the oscillation. We used a rela-
tively simple computer program, based on the least-squares technique, and chose a mathe-
matical model which produced an adequate fit to the flight data, and which was supported
by evidence from other experimental or theoretical sources. When we began the investiga-
tion, we knew that the frequency of the wing rock oscillation was similar to that of the
Dutch roll oscillation, and so we planned the flight tests to obtain records of Dutch
rolls tnroughout the angle of attack range up to the onset of wing rock. The pilots also
told us that wing rock was delayed to higher angles of attack if external fuel tanks were
carried on the wings. This gave us added opportunity to identify the crucial aerodynamic
forces and moments for the different flight characteristics.

Examples of typical flight responses for the clean aircraft are shown in Fig 8.
The pilot applied rudder and aileron inputs to excite the Dutch roll mode, and possibly
the rcll subsidence mode, while maintaining a constant angle of attack of about 70 in a
5.2 g turn. When the angle of attack is increased to about 100, then the wing rock
oscillation starts (after an initial wing drop) without any input to rudder or aileron.
At this Mach number of 0.78, the oscillation is still diverging, but at lower Mach numbers,
the amplitude of the oscillation tended to become near-constant, indicating the presence
of nonlinear effects. For the aircraft with tanks on, the pilot was able to excite a
damped Dutch roll oscillation at comparable flight conditions (M = 0.77 and a = 9.750),
and did not encounter wing rock until a = 140 at such Mach numbers.

3.2 Supporting work

3.2.1 Theoretical studies

The preliminary theoretical studies 15 were directed towards predicting the variation
of Dutch roll characteristics with angle of attack and Mach number, for which estimates
of the stability derivatives were required. Some results from static tunnel tests were
available up to a L 100 , and so these were used to provide a basis for extrapolation of
the linear values for the derivatives due to rates of roll and yaw to the moderate angles
of attack, where flow separation effects are significant (a > 60 to 80). A parallel
study was made on Phantom, for which measurements were available for all the derivatives,
in order to check the empirical factors used in the extrapolations. The results showed
that the damping of the Dutch roll mode increased initially as angle of attack increased,
but tended to zero at higher angles of attack, beyond flow separation. At the lower Mach
numbers, the effect of the presence of fuel tanks was to maintain the damping to higher
angles of attack. The predicted frequency of the Dutch roll mode remained near-constant
over the angle of attack range, due to the fact that the tunnel measurements of yawing
moment due to sideslip showed no loss at the highest angles of attack tested.

These results suggested that the usual linear model of aerodynamics could be used
in the identification of both the pilot-induced Dutch roll oscillations, and the initial
growth of the wing rock oscillations. However, nonlinear terms have to be added in order
to account for the near-constant amplitude responses encountered in flight. Previous work
on the HP 115 experimental aircraft 16 had shown that nonlinear moments due to sideslip
could produce limit cycles, ie the initially diverging oscillation tends to a finite
amplitude oscillation, but the tunnel tests did not show any large nonlinearities in
sideslip for the Gnat. It can also be expected that moments due to roll rate are
nonlinear when flow separation effects are considered, and so the approximate analysis
was extended to explore the infiuence of nonlinear C,(p). It was found that such char-
acteristics did cause limit cycles 14, and so nonlinear terms in both sideslip and roll
rate were includea in the mathematical model for the identification analysis. Other
types of nonlinearity, particuiarly hysteresis, were investigated, but were not used to
model the Gnat aircraft, since the results from the wind-tunnel tests did not show any
discontinuities.

<.2.2 Experimental studies

A small model of the Gnat had been tested in wind tunnels previous to the flight
tests, but two 1/6-scale models were built as part of the research programme. One was
used to measure static and control (and buffet) characteristics I8, and the other was
tested on an oscillatory rigl7 to give the derivatives due rates of roll and yaw. High
Reynolds numbers could be achieved, but the angle of attack range was limited, mainly by
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load considerations. However, the tests on the oscillatory rig were further limited by
the large amplitude rolling oscillations which occurred at angles of attack just below
those for onset of wing rock. The maximum angles of attack achieved at M = 0.7 and 0.8

were 10.50 and 70 respectively, and the results show that significant flow separation
has occurred at such conditions. Comparisons have been made between the values of the
linear derivatives obtained from the tunnel tests, and those identified from the flight
responses, in order to substantiate the mathematical model used in the identification.

Recently we have measured the moments of inertia in roll and pitch, using a ground-
based rig 19. The theoretical estimates of the inertias were originally made 20 years
ago, before the advent of computerised weight analysis, and so were unreliable. In
addition, all the rolling moment derivatives identified using the estimated inertias were
smaller in magnitude than the values measured in the tunnel tests, indicating a consistent
error. It was found that the estimated inertia in roll was about 30% too small, and the
corresponding revised values of the derivatives are now in reasonable agreement with the
tunnel values.

3.3 Discussion of results

3.3.1 Linear aerodynamic model

Some selected results are shown here to illustrate the problems we encountered,
(some of which could have occurred in the analysis of responses about straight and level
flight conditions), and to show how the choice of mathematical model was validated. It
is important to realise that the mean flight path was a steady turn, often diving to
maintain Mach number, and so we had to include the nonlinear kinematic and inertia terms
in our mathematical model. The recorded angle of attack and pitch rate were used as
pseudo-control inputs, and were not included in the matching process. We were thus able
to retain only the three lateral equations of motion, and we used linear stability and
control derivatives for the analysis of the Dutch roll oscillations and the initial
growth of the wing rock oscillations.

The results (Fig 9) for moments due to sideslip, at the mean Mach number of 0.7,
show greater scatter than is usually expected, although it is possible to choose a mean
curve through the likely error band to include most of the points. We think that this
is due to the fact that most of the flights at the lower Mach numbers were done in our
first series of tests, with just a few check flights after the aircraft had been
re-instrumented. In particular, a better angle of attack vane was installed, but we did
not realise until later that the original vane had given consistently low readings. This
became apparent when we plotted our original values for normal force coefficient, rolling
moment due to sideslip, and yawing due to roll rate, as functions of angle of attack, and
found that the results fell on two distinct curves in each case, one for the first series
of tests, and one for the second. We have applied empirical corrections to the angle of
attack as recorded in the earlier flights, but cannot be precise, so some scatter remains
in the revised values (Fig 9). Even so, the values from the flight tests agree with the
values obtained from the tunnel tests, although the static tunnel tests show greater
effects of flow separation on rolling moment, for a > 80 . The four values at the
highest angles of attack (a > 110), were obtained from flight responses of the initial
growth of wing rock, and follow the trend and level obtained from the Dutch roll responses,
an indication that the linear form of the mathematical model is adequate.

There is less scatter in the results obtained from the later series of flignt tests,
for which M : 0.8 . The sideslip characteristics are similar to those at M : 0.7 ,
and so the values are not presented here. The variation of rolling moment due to roll
rate with angle of attack was confirmed to be the crucial factor in the occurrence of
wing rock, as the results in Fig 10 show. For the clean aircraft, we were able to
analyse the initial growth of one wing rock oscillation at this Mach number, from which a
positive value of C. was identified, and the results given by analysis of the Dutch

roll oscillations at he moderate angles of attack also showed this trend. (At M : 0.7
two of the values of Cl obtained from the wing rock oscillations were positive, and

two were near-zero.) In contrast, Ce remains near-constant up to similar angles of
p

attack for the aircraft with fuel tanks on. It seems that the presence of the tanks,
carried close to the under-wing surface at midspan, delays the spread of flow separation
from the tips to the inner portions of the wing, so that damping-in-roll is maintained.
Identified values of aileron power also showed less variation with angle of attack for
the aircraft with tanks on, which supports this hypothesiL.

It was not found possible to determine both Cnp and Cnr from most of the res-

ponses, even though the control inputs for the later flights should have excited the roll
subsidence mode as well as the Dutch roll oscillation. The iterative process usually
converged, but Cn and Cn  were obviously correlated, so final values probablynr
depended on the initial guesses used to start the iteration. As the damping-in-yaw
derivative is well determined from the oscillatory rig tests, and does not affect the
damping of the Dutch roll so strongly as Cn at higher angles of attack, it was

decided to keep Cnr fixed at the tunnel val e. The presence of the aileron input in

some responses did not appear to uncouple the effects of Cn and Cn sufficiently

for them both to be determined consistently, and this was p~obably due to the high level
of damping of the roll subsidence mode. The variation of Cnp with angle of attack is

nlln p



well-defined (see Fig 11), and the trends agree with the values obtained from the tests
on the oscillatory rig in the wind-tunnel.

The mean variation of each of the identified derivatives with angle of attack was
used to determine the characteristics of the Dutch roll mode, and it was found that zero
damping occurred near angles of attack corresponding to the onset of wing rock, at both
M = 0.7 and 0.8 . This substantiates the assumption that the initial growth of the wing
rock oscillation of the Gnat aircraft is a divergent Dutch roll, and that a linear mathe-
matical model is adequate to explain the onset of the phenomenon.

3.3.2 Nonlinear model

As mentioned earlier, the wing rock oscillation tends to become a constant-amplitude
oscillation, particularly at the lower Mach numbers, and, of course, nonlinear terms have
to be introduced to model such responses. Attempts to match the flight responses using
nonlinear moments due to sideslip led to divergence, and so the alternative plausible
nonlinearity in roll rate was used instead. The initial growth of the wing rock was
analysed first, using the linear aerodynamic model to give good starting values for the
analysis of the complete record. A linear term plus cubic term were used to represent
Cj(p). The supporting theoretical work had shown that both parts of the response had to
be included for matching, because the same constant amplitude can be obtained if the
coefficients of the linear and cubic terms are linearly relatedl

1 4
, ie any attempt to

match only the constant-amplitude response would lead to strong correlation in these two
parameters. The rate of initial growth is needed to determine the linear derivative.
We have only had opportunity to examine a few records, and a typical matched response is
shown in Fig 12. It is obvious that more work needs to be done before good agreement is
achieved, but the main characteristics of the flight response are reproduced by the
mathematical model. The linear derivatives agree well with those obtained at similar
flight conditions, egCZB = -0.104, Cn, = 0.061, Cnp = -0.1 at a = 130, M = 0.65

The nonlinear rolling moment due to roll rate obtained from this response is shown in
Fig 13, and it may be seen that the corresponding linear vaiue identified from the smaller
amplitude initial growth is a good mean value.

4 IDENTIFICATION OF OTHER RESPONSES AT HIGH ANGLES OF ATTACK

4.1 Longitudinal response near stalling conditions.

The analysis and results described in Ref 20 illustrate some of the points made
earlier, and give a comparison of identification using either nonlinear models or locally
linearised models for the same response. The aircraft is a variable-sweep fighter, with
twin vertical tails, and the longitudinal response analysed was for the fully-swept con-
figuration. An elevator input was applied at an initial Mach number of 0.5, increasing
from a trim elevator setting of 50 to 320 in one second. The aircraft stalled at about
450 angle of attack, and the elevator was then held at about 300 deflection, for several
seconds. A rudder input did not excite any significant lateral response. Altitude
remained essentially unchanged during this manoeuvre, but Mach number dropped to about
0.2 at the end of the run.

Linear derivatives were retained for forces and moments due to rate of pitch and
elevator, but lift and pitching moment were expressed as second-order polynomials in
incremental angle of attack, eg

Cm Cm0 + Cm (a - 0) + C (a - 0)2+ C q3 + Cm m

The calculated response in angle of attack is shown in Fig 14, which also shows the fit
obtained for the normal acceleration (as an example), using the nonlinear representation
of C and Cm . The reference angle of attack was taken to be the initial angle, (8.20)
for tie nonlinear analysis. A study was also made using the linearised model (ie
CZ 2 = 0, Cm 2 = 0), about three nominal angles of attack, a0 = 20.90, 29.90 and 41.60,

although it is not clear which portions of the flight record were used for each.

The results for C and Cm as functions of angle of attack may be displayed in
two ways, either as total CZ(a), Cm(s), ie as CZ and Cm for various a0 , or as

aC z 0 0
local slope, -a-,-3 evaluated as functions of angle of attack. Comparisons are made

between results from wind-tunnel tests and the two sets of results from the flight test
in Fig 15. The results obtained with the nonlinear model are shown as a continuous line,
and those from the linear analysis and wind-tunnel tests as discrete points. The values
Of CZ() and Cm(s) given by the linear model agree well with the nonlinear results,
and are close to the tunnel values, except for C (a) at a > 200 . This discrepancy is
also apparent in the results for DCm/as , where The local slopes derived from the original
wind-tunnel results are appreciably Smaller than the flight results for 200 < a < 300 .
The presentation of the results as slopes highlights the aeparture of the flight results

from tunnel results for a > 400 , ie near the stall, when 3 - 0 . This may be due in

part to Reynolds number effects on the onset of flow separation, which can be expected to
be delayed to higher angles of attack in flight.



The values of damping-in pitch derivative identified at the various nominal angles
of attack do not agree well with results from oscillatory tests in the wind-tunnel, being
about half the tunnel values for a < 3()

° 
, and of opposite sign at a = 400 . Ideritifi-

cations were also made with Cmqc, Cn1q 2, and C q  terms in the mathematical model,

but the values of Cm (a) did not change significantly. It was observed that some of the
q

nonlinear parameters were highly correlated with the corresponding linear parameter, and
this appears to be a common occurrence. Although this analysis of only one flight record
has yielded encouraging results, more flight records should be studied in order to give
added confidence in the values obtained, particularly for the damping derivatives.

4.2 Small perturbation responses

A radio-controlled model if the F-15 aircraft mentioned in section 2.1 has been
extensively tested at NASA, Dryden, and 136 manoeuvres have been successfully analysed

5
.

The longitudinal and lateral responses were excited at angles of attack between -200 and
500. Since the manoeuvres were designed to have small amplitudes about a steady flight
condition, it was possible to use a linear representation of the aerodynamic forces and
moments. The variation of the derivatives with angle of attack was well-defined by the
identified values, even through the stall region. However, there was some evidence of
nonlinear effects, and the two examples quoted in the original paper are repeated here,
to show how results from linear models could be used to build nonlinear models.

The effectiveness of the elevator (all-moving tail) is one parameter showing nonlin-
ear behaviour. The values for Cm  are shown in Fig 16, and ;t may be seen that for

m

negative and low angles of attack (a < 100), the scatter in the results is minimal, but
between 150 < a < 300 there is a factor of about 2 between the greatest and least values,
although the likely error is much smaller. It was noticed that the more negative (larger
magnitude) values of Cm  were obtained from manoeuvres with small elevator deflections,

n

and so there seems to be an appreciable loss of effectiveness at large angles of deflection.
A pitching moment proportional to n

2 
would be needed to represent this effect, and a

first estimate of its magnitude could be derived from the linearised identified values,
and the elevator angles used.

The second example is shown in Fig 17, where the results for yawing moment due to
sideslip indicate two distinct levels near a = 380, about -0.086 or -0.23 with large
likely errors. The three full symbols refer to values of C obtained from manoeuvres

performed a few seconds before an unexplained rapid roll-off or upset, of which four were
observed during the flight programme. The open symbol at a = 380 indicates a value
obtained from a manoeuvre not followed by an upset, but it is conjectured that the large
negative values of C may have been caused by the same phenomenon, the upset being

prevented by other occurrences. Such changes in C, can be expected if the vortex flow

generated by the nose and forebody of the aircraft is not symmetric with respect to the
aircraft's plane of symmetry. With twin fins, it is possible for the vortices to be con-
centrated on the same side of the fins, so that an asymmetric yawing moment would be
induced, causing departure from controlled flight. A change in sideforce could also be
expected, and may be indicated by the results, as the likely errors for Cy are larger

in this angle of attack range (a 380) than elsewhere. The effect on the rolling moment
due to sideslip seems to be smaller, as the results for this derivative are well-behaved.
Wind-tunnel tests on furebodies have revealed the presence of large yawing moments and
sideforces at high angles of attack, and zero angles of sideslip, and these would have to
be modelled as inputs, rather than higher-order derivatives. The alternative phenomenon
is nonlinear yawing moment due to sideslip, which may also be significant.

4.3 Rapid roll manoeuvres

One of the manoeuvres used in flight clearance tests of combat aircraft is to per-
form rapid rolls at various g-levels at high speeds. The control inputs required are,
first, elevator to give the desired g-level in the turn, then step input to the roll
motivator, with rudder and elevator held nominally constant. The resulting motion has to
be represented by coupled longitudinal and lateral equations, and the resporses had
originally to be analysed using analogue matching techniques. The dominant parameter is
usually yawing moment due to sideslip, and its variation with angle of attack and Mach
number has to be monitored during the flight test programme, in order to avoid flight con-
ditions where CnB tends to zero, ie where inertia cross-coupling effects could be cata-
strophic. The ot.-er derivatives due to sideslip, roll rate and angle of attack are also
significant, and it may be necessary to include their variation with angle of attack (via
second-order derivatives) in the mathematical model. Additional terms may be needed for
adequate representation of this coupled motion; for example, if spoilers are used as a
roll motivator, then the associated lift and pitching moment should be included.

An example of a rapid roll response 21 is shown in Fig 18, with the computed response

obtained using an output error method of analysis, and tie fit is seen to be quite good.
The values of the derivatives agreed well with the value, obtained by identifying other
manoeuvres, such as Dutch roll and wing rock oscillations. However, the main interest in
using digital computer techniques to analyse rapid roll recr7 is due to the fact that



... , ,,,·,·. ··:· r;!•r:· ilt:[•·_,rt;rll~. dt:l'ivatives can be obtained much more quickly llnt: o1,her ar11:.tlyui;1 
··:· '.':ci.: ,;·J.~l ac'·i·~·;e, :·.o tlmt the flight test pror:;rnmme is not delCJyell. 
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·~·~~·~. !'•:n:otely-controlled model technique mentioned in 3ection 11.2 above is also being 
u:'·<·c: tcJ ·::>ht:tin c>p.inn:Lnro; characteristics of comba\, aircraft, ann work is in progress J-o 
•·x'::r;!,~t .:lerodynCJmic data t'rom the flight responses. No results have been publishP.d yet, 
I•L;:; '.;!w ;· •. ;Jproach to the problem being taken at NASA, Dryden is de~cribed in Ref 6. 'l'hei'e 
L·t~ Lluen a lonr; history of spin investigations, and so previous experience can bP drawn 
'Ji'')li, to r;u:ide in the choice of mathematical model for the necessarily coupled equation::; 
o~· n:o•,_ion. The sL:nplest possible form of mathematical model.is to be used init1ally, and 
':L·> simplest resr1on,;e, the steady-state spin, is to be studied first. In this steady 
:~t~1te, the aer·odynamic forces and moments must balance the known kinematic effects, and 
S•J ::tp1 rox[mate v~llues of' the principal.~deriv;J.tives can be estimated directly. The next 
st~p is to sttady the responses due to small control inputs applied during the steady 
stat!' spin, and tt is hoped to use a near-linear perturbation model in the maximum likeli
!Jaod estimator, to identify important parameters more precisely. A parallel wind-tunnel 
nxpcrim~nt is also planned, using a rotary balance to simulate the spinning modes, so 
L 11at .::omparisons between flight and tun.1el dnta will be possible. 

Analysis of the responses during spin entry is likely to prove more difficult, as 
they are not usually. repeatable, indicating tile presence of discrete inputs due to flow 
:>·>;;ar:ct:iun and vortex jnterference at the large angles of attack. These inputs are very 
~'cnsiliv<.' to th•• vnlu<::J of other response variables, and so appear to be random. Spin 
recovery is more predictable, and the trm1sient motion is largely dependent on the control 
powers, so should be more amenable to analysis. 

Experience needs to be gained to establish which aerodynamic parameters are import
:~:tt 1.~or any particular configuration, and some work is being done at RAE22 to study the 
effects <Jf sorr~ cross-coupling derivatives. The work is in support of free-flight experi
rncr;t~; to i.nvestir;ate high anr;le of attack and spinning characteristics of a combat air
cr:ll'L, using a l/1!-scale model controlled by pre-set series of control inputs. A striking 
example cf the differen~e ir1 predicted response, due to a derivative which is usually neg
lecter! (variation or ynwing moment due to sideslip and elevator deflection) is shown in 
Pig 10. A trim nngle of attack of about 21° is first achieved, before full rudder is 
:1ppli•.:d f•n· 8. 5 second!3, and Lhen the rudder is centralised again, with reduced ele\·ator 
derlection to eff0ct recovery. In flight, the model executed post-stall gyrations after 
':!1e :::·udder input, but did not enter a spin, and the control inputs for recovery led to 
steady flight conditions. The 'basic prediction' of the response shown in Fig 19 was 
close to that actually achieved, although the amplitude of the oscillation in the post
stall cyr·atLons was not so large as predicted. The theoretical mathem?tical model 
included the term C , and the magnitude of this second-order derivative was octained 

n B r 
('r•om HLrrd-tunnPL testa.' It is found to have an appreci~;~ble e~'fect,on th(~ predicted res
ponse, and Lf neglected, the calculations indicate a departure into a fast, flat spin in 
the onposite sense to the yaw rate experienced earlier in the post~stall gyration. The 
pr0dicted effects of other secon~-order derivatives have been discussed in Ref 22, and it 
is concluded that specially designed wind-tun11el tests are needed to provide insight into 
the form and rnagr1itude of the aerodynamic forces and moments at high angles of attack and 
sideslip. It is planned to analyse the responses of the free-flight models using para
meter identifiration techrtiques, as one of the next steps in the research prograMme. 

5 CONCLUDI~G REMARKS 

'I'he m:1j or problem in extracting aP.rodynan1ic forces and moments from responses near 
the extremes of the fli~ht envelope is the definition of the form of the mathematical 
model, on whicl1 the optimisation process has to be based. The usual linear stability and 
control derivatives may not be adequate to represent the aerodynamics, and extensions 
to the classic longitudinal and lateral equations of motion may be needed. The usual prac
tice is to retain higher-order terms in the Taylor's series expansions of the forces and 
moments as polynomials in the state variables, so that the problem becomes that of choos
ing which of the~e 'derivatives' to include. Although some computer programs have been 
Hritten using statintical criteria to ·de~ermine tt>e terms which are significant in each 
rr~sponsc, oniy a hrief description of these methodo has been included in this lecture. 
Many flight dynamicints prefer to specify the form of the mathematical model, basing the 
cl1oice of terms on suppo~ting experimental and theoretical evidence, ie only introducing 
terms wl1ich have physic8l significance. This latter approach is advocated here, and some 
rJxnmple" hnV') llr~en p.;ivPn to demonstrate tht> effect (or lack of it) of nonlinear terms, and 
to show how linenr formn can sometimes be used. The maxim for any work in this area is 
"!\Pep the rnode1 nr. simple as possible", but at the same time "Remember that the numerical· 
values obtnined will not apply to ranges of variables outside those covered by the 
analyrwd ri'B;lOn:ws". Flight in extreme regimes is, by definition, near some point of 
rlcparture, Rtructurol limit or engine limit, and so extrapolation to untested regions is 
not juntifled. 

BEST AVAILABLE COPY 



8-11

REFERENCES

1 R.E. Maine, Maximum likelihood estimation of aerodynamic derivatives for an oblique
wing from flight data. AIAA Paper 7,-1135 (1977) (Also NASA TP 1336)

B.J. Eulrich, E.G. Rynaski, Identification of nonlinear aerodynamic stability and
control parameters at high angle of attack. Paper 2 of AGARD CP 172 (1974)

3 W. Earl Hall, N.K. Gupta, J.,. Tyler, Model structure determination and parameter
identification for nonlinear aerodynamic flight regimes. Paper 21 of AGARD CP 172
(1974)

4 V. Klein, J.R. Scheiss, Compatibility check of measured aircraft responses using
kinematic equations and extended Kalman filter. NASA TN D-8574 (1977)

5 K.W. Iliff, R.E. Maine, Subsonic stability and control derivatives for an unpowered,
remotely piloted 3/8-scale F-15 airplane model obtained from flight test. NASA
TN D-8136 (1976)

K.W. lliff, Estimation of aerodynamic characteristics from dynamic flight test data.
Paper 15 of AGARD CP 235 (1978)

7 L.W. Taylor, Application of a new criterion for modelling systems. Paper 4 of AGARD
CP 172 (1974)

8 S. Ramachandran, et al., Identification of aircraft aerodynamic characteristics at
high angles of attack and sideslip using the estimation before modelling (EBM)
technique. AIAA Paper 77-1169 (1977)

9 N.K. Gupta, W. Earl Hall, T.L. Trankle, Advanced methods of model structure deter-
mination from test data. AIAA Paper 77-1170 (1977)

10 P.H. Fiske, C.F. Price, A new approach to model structure identification. AIAA Paper
77-1171 (1977)

11 T.J. Galbraith, T.J. Petersen, Nonlinear parameter identification and its applica-
tion to zransport aircraft. Paper 18 of AGARD CP 235 (7978)

12 V. Klein, Longitudinal aerodynamic derivatives of a slender delta-wing research
aircraft extracted from flight data. Cranfield Report Aero 27 (1975)(or Ref 21 below)

15 A. Jean Ross, G.W. Foster, T. Turvey, An investigation of Dutch roll and wing rock
oscillations of a Gnat Trainer aircraft: Flight tests and linear analysis. RAE
Technical Report 78032 (1978)

14 A. Jean Ross, Lateral stability at high angles of attack, iat .Je!ar.:: wieg rae2.
Paper 10 of AGARD CP (being published) (1978)

15 H.H.B.M. Thomas, A. Jean Ross, The role of theoretical studies of flight dynamics
In relation to flight testing. Paper 22 of AGARD CP 119 (1972)

16 A. Jean Ross, L.J. Beecham, An approximate analysis of the nonlinear lateral motion
of a slender aircraft (HP 115) at low speeds. ARC R &M 3674 (1971)

17 C. O'Leary, Wind-tunnel measurements of lateral aerodynamic derivatives using a new
oscillatory rig and comparisons for a Gnat aircraft. RAE Technical Report 77159 (1977)

19 P.J. Haynes, S. Lineham, RAE Technical Report (to be published)

19 R.W. Poulter, Measurements of inertia characteristics of a Gnat aircraft using a
ground rig. RAE Technical Memorandum FS (to be published)

20 S. Ramachandran, W.R. Well, Estimation of nonlinear aerodynamic derivatives of a
variable geometry fighter aircraft from flight data. AIAA 74-790 (1974)

21 A. Jean Ross, Determination of aerodynamic derivatives from transient response in
manoeuvring flight. Paper 14 of AGARD CP 172 (1974)

22 H.H.B.M. Thomas, Geraldine Edwards, Mathematical models of aircraft dynamics for
extreme flight conditions (Theory and experiment). Paper 27 of AGARD CP 235 (1978)

Copyright © Controller, HMSO London, 1979



20 40 a,

" RUN 20.eqn.6
-0-21 "RUN 14.eqn. 7

(alPitching moment TUNNEL RANGE FITTED

4-Cm 20 40 a

aA-- LtNEAReqn 9

30-0.1--- 2fldORDEReqn.8

/ 
-/--LTUNNEL

20 -b (a) Pitching moment

4- -RUN 20,q

2 4 6 8 tsc

(b) Responses i
q5  * .

Fig 1Pitching moment and responses, F-4 (Phantom)

40 -10

01 a (bResponses

. ...... Fig 4 Linear and quadratic pitching moment and
responses, F-4 (Phantom)

8 12 10 t.

-5. LOMA~LREI

6I a 10 30 d

Fig 2 Matched response, Run 14, F-4 (Phantom) RUN 14,eqn 7
-02-

04 eqns -

enO 20 40 CC -. ;'TUNNEL:

Fig 5 Slope of pitching moment due to angle of
attack, F-4 (Phantom)

F LIGHIT

Fig 3 Pitchinq moment due to angle of attack
derivatve, F-15 model



0811

An2  Control

0.5Yaw r 0
01 _ rate, t,\,- \j74uL0

0 2 5teod dog/s \tO

-0-051

Control Duc rll, Wing
l.0 -t inputs -4& roll rock

%! subsidence
0 v3 4 540,

t~seondsWing
-1.0 -drop

-20 R~oll 20-
Measured rate,V

20 - - - Non -linear model o/
-4,0

-S-0 -20-

-40-

IN 0-02
A 0 r .J.Angle 10

--0-02 Of
0-02 Non-linear model dtacg-

d0 2r 4 64._4V 2 4 6 t, sec
-01 rIV ' VV1(a) 3.2g turn (b) 4 .5q turn

Fig 6 Longitudinal response, nonlinear miodel, Fig 8 Responses in turns, clean aircraft, Gnat
HP 115

I~~g P0l 1;40 
G

(b) Ip I IpC+1p* F Ditto

I0 PO.. 1 0#f0

-2 FLIGHT 0 DUTCH ROL

(C) Ditto .1 g +14C TUNNEL + STATIC

Fig 7 Development of nonlinear rolling moments, Fig 9 Moment derivatives due to sideslip,
C-8A (Buffalo) M = 0.7, Gnat



-14

CLEAN 5

FiI0 10ln oet u orl rat deriva
TUNNEL frTANKS ON

-50 50 p0/s

-04-

Fig 10 Rolling moment due to roll rate deriva-
tive, M = 0.8, Gnat

-5

Fig 13 Linear and cubic models for rolling moment
due to roll rate

40

0-2- 0

cnp a 20
Cn L5 

d & 
2()

-0-21 

, 

x.:.iWi

2 4 6 8 t,sec

Fig 11 Yawing moment due to roll rate deriva-
tive, M = 0.8, Gnat az

-2

ANGLE OFATACK Fig 14 Angle of attack and matched response,
variable sweep fighter

5°I -3 -15.

Cz 0 0
0 2 4 6 t.s a -2 -1 0

ROLL 0 0RATE, x 0

deg/s 1

0
. V0 0

-20 O

O 20 40 a 0 00 20 40 a°

-40 - 6

SOESLIP-0 
m

de X0 x XVANE -4-0

-2- O-2 O
0

0 0 0
FLIGHT 20 40 20 40

COMPUTED TUNNEL 0 FLIGHT - NONLINEAR

1 X LINEAR

Fig 12 Match obtained for wing rock, with Fig 15 Normal force and pitching moment at angle
cubic C (p), Gnat of attack, variable sweep fighter



8-15

-20 C l20 40 0- -- Basic prediction

-Prediction ne*eOtln

-2L 
0

Fi 6Pitching moment due to elevator deriva- l
Fi 6 tive, F-15 model

10

0

04
0 30 -

1./A 30 -

-012 20 Lt
S. 10 15t 20

F11 mod20

- Flight 01 _J _ A ".%__L
ComputedVI!rV

p-0 -2

deges '

Itd

Fi 9 Efc fngetigywn oetdet

siesi anqlvtro rdceresone f re-flght ode

t, second

Fig 18 Fighe 19pi Effec of neglctin yawngmoentduft



9-3

WIND TONNEL AND FREE FLIGHT MODEL IDENTIFICATION EXPERIENCE
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ABSTRACT

The first part of this lecture gives an overview of different experimental techniques used for
parameter identification based on dynamic model tests in wind tunnel or in free flight. The specific domain
of application is defined for each test technique : ability for identification, range of Mach and Reynolds
number, angle of attack, nature of inputs, environment conditions, gust applications, Kind of motion, etc

The second part considers particular aspects of semi-free and free model tests techniques in wind
tunnel or laboratory mainly based on DFVLR (Germany) and IMFL (France) experiences : input signals, mathema-
tical modelisation. simulations and test design.

Third part concerns data processing from the collection until the application of identfication
procedure : nature and quality of the informations, data acquisition software, state vector elaboration,
some specific filter aspects and esaluation methods. A set of results will illustrate each particular point.

As conclusion a review of the preseh t state of these techniques is given and future field of
application is discussed.

INTRODUCTION

Prediction of flight qualities or per+ rance characteristics of modern aircraft needs more than
in the part years the development of grounj test; and their adaptation to the new aircraft flight domain.

In fact the investigation field to re considered is extensively enlarged more especially in high
angle of attack domain including large amplitud2 motion often with high rotation rate inducing generally
large flow asymetries inducting to strong coupling effects between longitudinal and lateral characteristics.
Complex flow fields are generated introducing highly non linear stability characteristics for the aircraft.
Such a possible extension of flight domain, mainly due to the integration of generalized automatic controls
on the aircraft, needs at design stage particularly for simulation studies a good prediction of the
aerodynamic derivatives in an increasing range of angle of attack and sideslip.

Further the environmen t effects such as gusts requires a particular attentiun introducing unsta-
tionary inputs which interfere in the optimisation of automatic flight control system of the aircraft and
therefore in the flight qualities definition.

We can also observe that for low angle of attack flights, dynamic stability parameters have not a
determinative influence on flight qualities due to their low value and quasi-independence of the fundamental
aerodynamic terms : angle of attack or sideslip. It is not at all the same for higher angle of attack domain
in which stability parameters can vary in a wide range and are strongly connected to flow characteristics as
well as to local geometric definition of the aircraft. In this case knowledge of dynamic stability parameters
is absolutely necessary to define the final specifications of flight qualities and performance.

Usually two different approaches are considered in the prediction of dynamic stability characte-
ristics. The analytical methods and the experimental techniques on scale model in grcund based facilities.

Tne usual analytical methods based on linear potential theories developped for low angle of attack
flight regime are now irrelevant to high VC because highly non linear phenomena appear and viscous effects
and separated flow must be considered in such flight configuration.

Considering the preliminary remarks mentionned above the experimental techniques have considerably
progressed during the past years in various laboratories in order to permit direct determination of
stability parameters and also to provide an experimental support and a data-bank necessary for the validation
of analytical methods. A progress in this field is no doubt indispensable to reach a comprehensive approach
of the complex phenomena observed.

A lot of experimental methods have been developped in order to measure or identifie dynamic stability
parameters on the base of a "representative" mathematical model grounded on restrictive assumptions (linear
model, small perturbations, etc). New apparatus or test techniques were also created to provide global
aerodynamic data relative to large amplitude, high rate motion or continuous rotation (i.e rotary balances).

Analysis of such data and application of parameter identification techniques requires new develop-
ments of representative models, including new derivatives definition and the opportunity to consider simul-
taneously all degrees of freedom.
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In front of such a new complexity of the problems encountered in dynamic stability parameter

prediction it is clear that none model test method is able to cover the whole needs to be considered in
an extensive domain, of angle of attack. Mach and Reynolds Number, etc ... It is the reason why many attempts
are devoted to develop in many laboratories various and complementary experimental techniques.

The objective of this lecture is to prejent a short review of some facilities and associated
experimental methods with a particular development on semi free of free model test techniques. The aim is to
bring out the specific aspects of system identification applied to such experiences and their original
contribution to actually solve the difficult problems of predicting modern aircraft flight qualities.
These experimental methods are currently in progress. The informations provided as example of recent appli-
cations are relative to a limited area inside the field of possible applications. They mainly concern
longitudinal motion and gust effects.

I - SHORT REVIEW OF DIFFERENT EXPERIMENTAL TECHNIQUES USED FOR STABILITY PARAMETER IDENTIFICATION.-

1.1 - General frame.

This review is not exhaustive. Numerous and various test methods exist and a considerable work
should be necessary for a complete presentation. (More informations in Ref. 1). Only the main general
methods will be shortly presented and illustrated by a few specific examples in order to compare semi free
model or laboratory free model experiences with more conventional techniques.

semi The area we consider here will be mainly restricted to incompressible aerodynamic in which free or
7
free model tests techniques are mostly developped to day. The present field of application is shown

on fig,1 .

The first generally formulated cnrment on these methods concerns the test Reynolds number. It
is sure as mentioned by Mr Orlik Ruckeman in Ref. 1, that captive model tests in wind tunnel offer the
advantage of a wide range of Reynolds number whicn can sometimes reach, in new facilities, the flight
Reynnlds Number. Nevertheless many attempts to perform free tests at higher Reynolds numbers have been
made. Reynolds numbers are now situated in the range of 10

6
.

Also we can observe that for a lot of aerodynamic phenomena, which are currently considered as
strongly dependant on Reynolds number, it is not systematically demonstrated what could be the necessary
specifications, in the matter of limit Reynolds number, which warrant a direct prediction of aircraft
characteristics. Further and as mentioned by Mr OrliK RucKeman (Ref. 1) it is of great interest to establish
between full scale and model results the necessary correlations in order to define the relative importance
of various derivatives to be identifie and to appreciate more completely the validity or the justification
of different methods. In fact it is clear that conjunction of various requirements, relative to flow
characteristics, structural representation, working field of new flight control system ... to be considered
in aircraft characteristics prediction, tend to invalidate all direct experiences on scale models. The
procedure most often considered will consist in performing more and more numerous tests, that are partly
representative and complementary. They are realized in order to validate a modelisation of the phenomena
investigated considering the basic assumptions and specific characteristics of tne test. Transposition
to full scale aircraft is afterwards considered (see fig. 2).

1.2 - Presentation of main experimental techniques.

Figure 3 suggests a summary classification of various experimental techniques applied to the determi-
nation of dynamic stability parameters. Main outstanding characteristics of each technique will be examined
and more details will be given on semi-free or free model tests.

1.2.1 - Dynamic Balance Test Techniques.

1.2.1.1 - Introduction.

These wide spread techniques are tle most classical ones and in constant development. The main
characteristics are presented on figure 4. The possibilities to realize high Reynolds or Mach Number and to
conduct parametric studies (effect of R , M .-Z or reduced frequency ... 3 are doubtless the most important
advantages of the method. Also many improvements have been made in the mechanical area : balance system,
model, pivots and suspension system design as well as in instrumentation, data acquisition and reduction
procedures. We may point out for memory's sake the multi degree of freedom techniques based on motion analysis
during forced oscillations of an elastically suspended model, different from forced oscillations with constant
torque (alectromagnetic drive) or constant amplitude (mechanical or hydraulic drive) and the derivatives
obtained from reactions measurements. Sometimes usual measurements : frequency, a,,litude, forces and moments
are completed with accelerometric measurements extended to the whole model. This method not only allows a
convenient motion analysis but alno the more direct determination of the dynamic components taking into
account structural modes of the support. It also forwards the application of parameter identification methods.
(See Ref. 2).

A few examples are now given to illustrate such captive model tests.

1.2.1.2 - Low speed derivatives balances of DFVLR (Germany).

Figure 5 shows different type' of dynamic mountings in use in West Germany (DFVLR).

. . . .... ......
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The mobile oscillatory derivative balance (MOD) can work in several 3 m low speed wind tunnels
in W.Germany.Excitation can separately be imposed on pitch,roll, yaw and heave by means of a drive system
using a rigid mechanically forced excitation, frequency is adjustable up to 3 Hz.

Measurements consist in : instantaneous oosition of the model, Forces and Moments obtained by a
5 components strain-gauge balance, frequency of oscillations.

MOO balance can also operate up to 50 degrees angle of attack with a special extension device.

A Fourier analysis method is applied for reduction of MOD data. Static, direct and coupled damping
derivatives can be obtained with this method. A new program based on a regression analysis method is in run
to identifie the derivatives. The application of this method requires accelerations and velocities informa-
tions which can be obtained with suitable precision by fitting the model with accelerometers (see Ref. 2).

The multi degree of freedom derivative balance MFD presented is a forced oscillation apparatus de-

sign to work in low-speed wind tunnel with angle of attack up to 250. Model is supported by an elastic sting
which consists of two spring elements with different stiffness. The forced oscillation at constant amplitude
is applied to the model by an electro mechanical drive. Varying excitation frequency separated or combined
motion can be performed (see Ref. 3).

Informations are obtained on excitation and damping of model motion, excitation frequency,
amplitudes and phases of the motion.

Analysis of the data for derivative evaluation is based on integral energy equations relative
to the motions of an aeroelastic system. (Ritz Galerkin Energy Equation - see Ref. 4).

An example of results obtained on MOO and MFD balances compared to flight test results is shown
on fig.6. The results are rolative to the damping in roll Clp and coupling derivative CNp ' For Clp

the results of the two balances are in good agrement and are essentially confirmed by the flight tests. For
CNp accordance is reasonably good and difference appears particularly at low 0( . It can be suggested

that for one part the engine not simulated can interfere.

1.2.1.3 - Rotary balance of IMFL France.

Usual oscillatory balances such as those presented are designed to work with small amplitudes
oscillations in the , domain and the mean value of p , q or r is zero. The derivatives obtained
are in relation to the classic assumptions made in modelling the equations of motion based on small
perturbations.

Nevertheless somekinds of motion of the aircraft flying at high angle of attack, departure,
spin motion and recovery include very large amplitude motion, even continuous rotation and generally high
rates of rotation are encountered.

In this case the data produced by oscillatory test rigs are not valid also a more general formu-
lation of equations of motion is necessary, adding terms relative to continuous rotary motion and non linear
coupling effects. (Reference 5).

To provide specific data in this domain a quite new rotary balance apparatus was design and

built at IMFL France in 1976 (Ref. 6).

The test apparatus is designed to work in two specific domains

High angle of attack evolution up to 650 on large scale model.
Spin domain ( o up to 1200. i + 90'). All the characteristic parameters of the spin can be
represented.

The movable apppratus can take place in the four metres test section of the vertical wind tunnel
of IMFL also used to perform free spin model studies. This particular arrangment presents the advantages
to reduce pulsatory gravity forcer on the balance and allows also to recreate stationary spin conditions
getting zero signals on the balance and performing stability or control efficiency tests around the
equilibrium point.

A general sketch of the apoaratus showing the various degrees of freedom is presented in fig.6.

Fixed value in 0 or continuous rotation can be realized in order to study autorolls at high angle
of attack. 8 angle is adjustable continuously from 0 to 45' and 45' to 90* by means of the curved arm.
Motions in 0 and 8 don't move the C.G. in the test section. At the junction with the A rotation axis

two independent adjustings can introduce spin radius and relative heading. and vectors can be dissociated

introducing A angle. Periodic fluctuations of ot and t and dynamic terms C and i are obtained during
the rotation. Such terms are particularly important for high O departure studies (Reference 5).

A0 rotation in both directions is obtained by a servo-torque-motor. Main characteristics of
the rotary balance are presented on fig. 9.

All the data are on line digitized and the present reduction procedure provides all the motion
informations combined to the aerodynamic components.
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Data analysis is presently introduced regarding to a new math formulation particularly in the

spin domain. Further details will be available on this subject in a next future. Also as an extension

of the possibilities of the apparatus forced oscillations could be superimposed to the continuous

-otation in te spin domain. This shame is under consideration.

1.2.1.4 - Dynamic balance for large amplitude motions (IWFL France)

In addition to the rotary balance apparatus and to investigate in large amplitude motion with
high rate of rotation a new balance was created at IMFL working in the horizontal wind-tunnel. The general

arrangement is presented on figure 10. The system is initially designed to provide pitch and yaw motion

with large amplitudes (up to 450), and high rotation speed of 200*/s in o c domain up to 450
.

An hydraulic drive is used to generate forced motionlvarious laws of motion can be performed.

Measurements, data acquisition and data reduction are analog to those realised for the
rotary balance apparatus.

Roll oscillation will later be introduced.

1.2.2 - Semi free model test techniques.

1.2.2.1 - Introduction.

These techniques have two main advantages. They combine wind tunnel performances : Mach, Rpynolds
number, test duration, ground based measurement systems ... and the possible representation of a sen.--free
motion considering the most demonstrative degree of freedom. On this point of view it's a more global
representative test technique. Generally the model has 4 to 5 degrees of freedom : (excluding X and
often Y motions are not represented).

The basic characteristics of these techniques are proposed in fig.11 and will be illustrated
bv two typical examples giving more details on the dynamic simulation tests in wind tunnel performed by
the OFVLR. Specific aspects regarding to parameter identification techniques will be given in the next chapter.

1.2.2.2 - Dqnamic simulation in wind tunnel (DFVLR).

DFVLR has developped a new wind tunnel test technique, using semi-free flying and remotely
controlled models. The model flies in a special suspension frame which allows freedom of motion in pitch,
yaw, roll and heave Cfig.123,it has scale inertial properties which give it a dynamic response similar to the
original aircraft. The experimental installation includes a gust generator, a weight reduction system, and
a measurement container with model controldevices, measurement data processor, and various monotoring
devices. The advantage of this type of simulation is the good observability of all state variables and all
inputs acting on the model. All standard tests for parameter identification and dynamic response evaluation,
such as harmonic, impulse and stochastic excitations, can be programmed in the computer and performed. The
gust generator flaps and/or the onboard control surfaces can be used to excite the model. The response can
be evaluated immediately after the test to show time histories, frequency responses or power spectra. Data
are recorded on magnetic tape to perform off-line evaluations such like parameter identification.

As example for an application, a model of small transport aircraft 00 28 TNT used for gust
alleviatton system development and parameter identification is shown in figs 13 (and 141. This model is
representative of a rigid aircraft. All control surfaces are driven by electric torque motors. The model is
equipped with rate gyros, accelerometers, pressure transducers and angle of attack probes. The model motion
and the deflections of the control surfaces can be measured using built-in potentiometers. Power supply,
control signals and measured data, flow to and from the model via an umbilical cable.

Two gust generator flaps driven by an electro hydraulic actuator allow a deflection of the
airstream within the test-section up to 10 degrees. It is possible to generate various types of gust
profiles, such as impulses, harmonic oscillations or stochastic gust in a frequency range up to 15 Hz. The
properties of the gust generator allow the simulation of a scaled down stochastic gust field with a Dryden-
or. v.Karman characteristic.

Fig. 15 summarizes the special features of this test technique when being used in the low speed

wind tunnel of DFVLR at Braunschweig.

1.2.2.3 - Semi free flight. Simulation in wind tunnel. (Cable mount system) (NASA Langley)

Another interesting example of application of system identification techniques to data obtained
from semi-free wind tunnel tests is shortly presented here (All details in Ref. 7).

Suspension system is issued from those currently applied to flutter or gust response tests in
the NASA Langley transonic tunnel (fig. 16).

Two cable loops upstream and downstream are connected to the model with pin joints. In the rear
loop stiffness is adjustable depending on the geometric arrangement of the cables. Limited freedom in all
direction is permitted except in fore and aft.

In order to perform test on model having static unstable characteristics and also to provide

excitation forces for response measurements, cables are active controlled by two servo-motors In the loops.
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Models are dynamically and often elastically scaled and fully instrumented mainly with three axes
gyro and accelerometers. Cables strains, displacement and velocity are measured.

Generally the model is excited with an harmonic signal varying Frequency until a resonance appears
by visual observation of the model and the transducers signals. When modes of the system are found, the
applied excitation contains the modal frequencies and the responses are measured and collected for data
processing.

Parameter identification is based on a maximum likelihood program only modified to include some
specific aspects of the experimental method (influence of cable system).

Some results are presented in fig.17 (reproduced from R6f. 7).

Very reasonable results were obtained both for lateral and longitudinal motions. Further experiences
will be performed and application will be extended to flexible aircraft.

1.2.3 - Wind tunnel free model test technique.

Main characteristics of this technique are presented in fig.15.

One of the most demonstrative example of this method was performed a few years ago by NASA in the
Langley full scale wind tunnel. The well Known pictural view showing the general arrangement is reproduced
on fig.19 (see Rbf.8).

The powered free model (except safety cable, pneumatic, electric and control signals connections)
flies in the open test section of the wind tunnel (30 x 60 ft) under control of three operators : for pitch
control, power control and roll and yaw control.

Flight qualities oi pilot control studies up to high angle of attack were performed with this
technique.

Qualitative results issued from motion visualisation can mainly be obtained with this method which
is a rather complex technique not used for parameter identification.

1.2.4 - Atmospheric free flight model tests.

Dynamically scale models are dropped from helicopters or aircraft and are radio-controlled. This
technique was used for several fighter aircraft by NASA and AFFDL (Edwards) specifically to provide
informations on post-stall and spin entry and also to evaluate control efficiency during such fights.

Test procedure is similar to those used in full scale test but a lot of limitations appears
complexity of the technique, cost of the model and of the test program, duration of the tests, influence
of atmospheric environment ...

1.2.5 - Laboratory free flight model test technique.

This experimental method has been developped by IMF Lille since 1965 and is now applied to many
domains : parameter identification (stability and control parameters, ground and gust effects), flight
qualities studies (high * , active control, gust alleviation) or impact studies (fig.1).

Information will be given here on this technique to introduce the specific aspects of parameter
identification experiences (more details can be found in Ref. 9).

Specific aspects of the method are presented on fig.20.

Basically the test method is very simple.

Unpropelled models, dynamically scale , are launched in free flight by means of a catapult
system. The flight is performed over 50 metres in a laboratory and the model is recovered.

The general arrangement of the facility is presented on fig.21.

All initial conditions of the flight can be adjusted. The flights can be performed in still air.
Lateral as well as longitudinal gusts can be created and flights with ground effect realized. A schematic
illustration of these possibilities is shown on fig. 22-23.

Main specifications of the tests are presented on fig.24.

This technique is in constant progress due to the integration, in large model of high performance
transducers and actuators associated to digital telemetry and telecontrol systems. All that contributes
to the development of quantitative tests.

Identification of stationary coefficients was initially realized by performing permanent trimmed
fights. Comnarative studies with low speed wind-tunnel results are presently systematically conducted.

For dynamic stability parameters identification numerous original and various sensitizing inputs
can be realized (see chap.2) : various combined inputs as initial conditions of the flight, control inputs
in flight and external inputs such as gusts. Typical motions may be performed (for example flights at p(
or e constant).S
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To realize such tests various specific software was developped : data acquisition and real time
control loops, general flight simulation, state variable elaboration from trajectographic and dynamic
data, parameter identification programs.

2 - SPECIFIC ASPECTS OF SEMI FREE AND FREE FLIGHT MODEL TEST TECHNIQUES.-

2.1 - Mathematical modelisation used for simulation.

2.1.1 - Introduction.

We generally consider two modelisation concepts t the physical and the representative modelisation.

In flight mechanics, a physical modelisation would be a mathematical description of the aerodynamic
phenomena around the aircraft. But even for the general flight of the aircraft, such a model would be iery
complicated. Therefore in flight mechanics, a mathematical structure of the forces and moments is used to
describe the aerodynamic phenomena. Nevertheless, it stands to reason that the more the phenomena are
complicated the more the modelisation is near to be a physical one.

It is the reason why, at the basis of every representative modelisation, a set of assumptions
strongly restricts the application field of this modelisation. As an example, let us take the "small pertur-
bations" assumption. The global aerodynamic coefficients are developped in series and the terms of second
order are disregarded in relation to the terms of the first order. Which are the magnitudes of the
disregarded terms in relation with the others ? Haven't any out of those other terms the same magnitudes as
the disregarded ones ? All these problems should be carefully solved for some use requirements.

A simulator may have multiple uses :

- flight forecasting determination of safe trajectories from the estimated coefficients
- comparison between 5imu lations and actual flights
- determination of the parameters sensitized with a particular input
- inversely, determinatio, of the flights to be performed in order to be able to identify such

and such parameter
- base of the identification process.

It is obvious that the two last uses should require the solution of the problems involved by
the "minor perturbations" to be sure that the results are significant.

2.1.2 - Examples of modelisation.

2.1.2.1 - IMFL free flight erodelisation.

Up to now IFIFL has lvelnppd dipital simulations with tho following characteristics

- the modelling is on a representative form with the "minor perturbations" assumption in relation
with an almost permanent "reference flight" described in the catapult frame. The outputs of the
system are therefore deviations in relation with this "reference flight"

- the variables introduced in the model are non dimensional variables. It enables a comparison
between mock-ups of different sizes and shapes

- those simulations are adapted to the particular inputs which may be produced during our
experiments. Thus we can simulate the response to initial condition steps (incidence, attitude.
lnngitudinal velocity, mass, C.G.Locationcontrol surface), the motions due to any in flight
control deflection particular motion due to long vertical gusts

- they enable piloting and control laws to be elaborated such as maintaining constant attitude
or incidence or giving them a linear function of time.

All those characteristics are summarized in fig. 25.

For the mathematical model refer to fig. 26.

2.1.2.2 - Mathematical modelling for free flight evaluation.

Fig.28 shows a set of mathematical models used for ATA free flight model test evaluation. From
first runs. with the equation error regression model (A), no satisfactory results for derivatives and
time histories could be achieved. For this reason, model B was defined introducing the following modifi-
cations : (1] the output errors of u , y , h,q , and e were included in the performance criteria ; (2)
to avoid the high correlation between a and q-derivatives, i -derivatives were fixed at the a-priori-
values ; (3) bias terms in the differential and observation equations were added. For better efficiency
of the identification the data from several different flights were used in the same computation run. In the
case of seven flight tests to be evaluated, seven sets of bias terms have to be estimated, this giving a
total number of 99 unknown parameters. This would lead to numerical difficulties. To reduce this number,
the model was divided into three parts as shown in fig.29. Now for the X-, Z- and M-degree of freedom
separate identification runs can be performed with a maximum number of 38 unknown parameters. Based on
model B, two additional model versions have been defined for investigation of special non-linear aerodynamic
effects (model typ-es C and 0 from fig.28). Some tipycal results from these evaluations are shown later.
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2.1.2.3 - Mathematical modelling for semi free test technique.

Fig.30 shows specific features of mathematical modelling for semi-free test technique. Geodetic
axis system is used. The reasons for this choice are : (1) translatory motion i3 only possible in the
geodetic z-direction ; (2) gust field and the suspension frame influence are described as function of time
and geodetic coordinates, and (3) some signals such as weight reduction force, vertical speed and position
are measured directly in the geodetic z-direction.

The various types of inputs are shown in fig.31. The model structure shown in this figure is
complex. To perform a good identification of the derivatives a detailed and very carefully performed
modelling and identification of the flow field and mechanical system characteristics is require. These
additional identifications should be done using special tests before identification of aircraft parameters
to avoid an enlarging of the mathematical model structure and an increasing of the number of unknown
parameters in the identification model.

2.1.2.4 - Wing-tail interference modelling.

A problem, to be considered in aircraft identifications when using high frequency inputs is the
modellisation of the downwash effect at the tailplane. Three different approaches are shown in fig.32. If
the local angle of attack can be measured at the tailplane position, separate signals of Pwing and Ptail

can be used for identifying separate derivatives for the wing- and tail contributions (see no I of fig.32),
But these two signals, K wing and g tail' are very high correlated in the low frequency regime, so separate

identification of wing- and tail derivatives may not be possible with low frequency inputs.

The same problem exists when *tail is replaced by a time shifted signal K wing (t - t (see n
0 

2

of fig.32). In both cases, K tail cannot be used as a state variable of a linear mathematical model, so

only identification methods of regression type can be used.

A linear model can be obtained b-1 a Taylor-series expansion of K win (t - tL ) (see n
t 

3 of
wig L

fig.321. When doing so, two uncorrelated signals K (t) and (t are obtained. But it is important to know,
that this type of mathematical model is valid only in the law frequency regime. Especially in the case of
quick flow deflection at the wing (flaps, gusts symmetric aileron, spoiler) the time lag of the downwash
effect cannot be described by a Taylor-series of first order. It can be shown, that the relative error of
the Taylor-se-ies exceeds 10 %, when W >.45/t . As example, for a low speed model test with V = 30 m/sec

and a model with a I m distance from wing tn tailplane, tL is .033 sec and flimit = 2.2 Hz.

It is evident, that this type Df mathematical model is not applicable in the case of tests with
high frequency or step inputs. So, for the identification of the high frequency behaviour above the short
period frequency (dynamic and transient effects, elastic modes, ...) the use of time shifted signals (n

0 
2

of fig. 32) gives more exact results than the Taylor-series expansion (I1' 3). Fig. 33 shows a comparison
of the outputs of two simulated models corresponding to these different formulations. From the curves it
can be seen, that for higher input frequencies the model based on Taylor-series expansion gives no realistic
time histcry of pitch acceler<,tion and pitch rate.

2.2 - Input signals - Simulation and sensitivity tests.

2.2.1 - Nature of inputs - Classification - Frequency domain.

2.2.1.1 - Scheme.

Fig.34 proposes a classification of different inputs (external-, internal-, combined inputs)
that may be used for 2 or 3 dimensional-, stationary or non stationary-, free flight or semi free flight
tests. These inputs may be discrete,harmonic or stochastic.

2.2.1.2 - Nature of inputs.

It has been shown in lecture 3 (Ref.10) of this series, that the choice of input signals is of
great importance for the identifiability of the aircraft parameters. Therefore, practical test design
should include always the choic of input type and signal shape as well as a carefully performed definition
of amplitude- and time scalin; characteristics.

Fig.35 shows some examples of input types applicable in free and semi-free model testing. For
parameter estimation, signals with large bandwidth should be applied, e.g. the multistep signal shown in
this figure. (The properties of this signal type are discussed in detail within lecture 3). Harmonic and
stochastic signals are only restrictively applicable in free flight tests due to their short duration.
Used in semi-free flight tests, they lead to very long test and evaluation times.

As another type of input , initial conditions can be chosen so that the aircraft's natural
modes are excited. They can be combined to control inputs In flight. In the case of free flight, initial
values of angle of attack, speed, flight path angle ... or deviations of the mass, c.g.location ... can
be applied.



Initial condition values and control input characteristics can be optimized by numerical
methods. For practical work sensitivity tests can be performed to get an insight into the relationships
between input signal characteristics, system behaviour and parameter identifiability. Two examples of
sensitivity tests are given later on -- the first performed in the time domain and the second ono in
frequency domain.

2.2.2 - Sensitivity tests.

2.2.2.1 - Sensitivity tests in time domain.

Sensitivity tests are performed with simulations in the time domain. The purpose is to contribute
to define an efficient set of tests for identification.

Thy sensitivity study was carried out on the quasi-stationary model described previously.

For a successive variation of each coefficient Pi C , Cz., C , C ... of 20 % we examine
ZK at z ; z q m 0.

the relative deviation A j/j for j = V, 0( , q ,0 . For each type of input we compare the Aj/j obtained
with each parameter. To make the comparison easier, we define a criterion

The results are given in fig.36 for some of the possible input combinations.

Derivatives such as C . Czv Cx. . C sm and Cz m which are not shown in the table are

negligible, whatever input is being considered. From these results we can draw out a test protocol for
the identification of the derivatives of longitudinal dynamic stability based on 5 kinds of flights

CAY , A' i ±69i, AY A t ,.A i + A S . reference flight) .m

A much more effective sensitivity test is going to be adjusted. It is a general simulation of
the identification process (see fig.37). In this case, the test protocol that is to be defined, depends
on the cost function and on the algorithm used for its minimization. For example, it has been developped
a conjugated gradient method to minimize the out put error for many tests keeped all together in the
same process.

With the best known aerodynamic coefficients, we simulate a lot of various tests (28) which are
now considered as experiments. We know the maximum of error we may have made in the estimation of the
aerodynamic coefficients and we employ those values to start the identification process because we need
an initial vector of unknowns.

Obviously, the more the tests are numerous, the more the identification is accurate. But the aim
is to reduce the number of flights to be performed as far as possible. We are helped in this purpose by
some outputs of the program that give us for any iteration, for any flight and any unknown parameter, the
contribution to the gradient and each flight contribution to the cost function. The final result of the
process is the definition of the number and characteristics of the flights we have to perform.

2.2.2.2 - Sensitivity tests in frequency domain.

Such tests contribute also to define the kinds of tests to be performed. A method used by DFVLR
is already described in paper 3 Ref.1O of this lecture series. This method givos for each derivative an
illustration of its contribution to the measured forces or moments over the frequency of the input signal.
From this, it can be decided 1.) whether a parameter has to be identified of to be neglected in the
mathematical model and 2.) which is the best input frequency or frequency range. Fig.38 shows, as example,
the Bode plots of the pitch equation terms of ATA free flight model. It can be seen, that the best
frequency for identifying Cm e 1 Cmq and Cm 6e is the S.P.O. frequency. Because a narrow band input is

not sufficient for identifying more than two derivatives of the pitch equation, a signal with a large
bandwidth should be applied. In sami-free tests, for a given input signal shape (step, doublet. multistep...
the time scaling can be defined in sucha way that the maximum of the input power spectrum is lying near the
S.P.O. frequency. In free flight tests, the lowest applicable input frequency is given by I/T (T = duration
of free flight phase) and is closed to the S.P.O. frequency. In this case, the best way to excite the short
period oscillation is to use an initial condition input AK(O)#O. Fig.39 shows the possibility of
combining initial condition inputs with in flight control inputs. These input combinations give information
as well for identification of stationary and dynamic derivatives as for investigation of high frequency
behaviour of the aircraft (unstationary and transient effects, elastic modes, ...)

2.3 - Examples of test design for longitudinal identification of DO 28 TNT

2.3.1 - DO 28 TNT semi free flight test procedure (DFVLR)

Fig.40 shows the procedure for semi-free model tests for parameter identification using onboard

control and gust inputs. Before aircraft model identification, preliminary tests are performed (determination
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of the characteristics of wind tunnel flow field, frame influence, gust wave propagation, 0 - transducers
etc). With the model fixed at c.g. and spring mounted at the tail, free oscillation tests without wind
for determination of actual moment of inertia can be done. With the model fixed at c.g. and/or tail,
aerodynamic forces due to gust or onboard control inputs can be measured directly by strain gages. As
the last tests, semi-free flight manoeuvres with different input types on the gust generator and the
onboard controls are performed.

As an example of test design fig.41 shows results for different input signal types applied on
elevator. For evaluation, the three tests are combined to obtain one set of derivatives representative
for a wide range of input types and frequencies. It can be seen, that the output information contents are
quite different. The third signal (3.2.1.1 multistep signal) produces more information in the pitch
response (high amplitude and long duration] than the other two conventional inputs.

2.3.2 - DO 28 TNT free flight test program at IMFL

2.3.2.1 - Determination of the reference flight.

We have the choice for the initial angle of attack and the whole configuration. Then from the
Cm , C curves obtained in wind-tunnel we find Sm ° (Cm = 0) and at last C and C that induce the

m m0 x20

glide path

y= - arctn S-- and the velocity V.i,,

',1i this values allow us to determine the characteristics of the facilities (catapult lenght and height,
air pressure in the jack ... ). The steady permanent flight is obtained by a flight adjustment procedure.

2.3.2.2 - Design of the flights with steps.

From the sensitivity tests we choose four flights

-I - AM -49, (weight increasing at I.C. and lift increasing during the flight)

- 2 - AM + A CG +8 m (weight increasing and E.G. displacement at I.E. and step of the
m elevator in flight]

m

- 4 -A m + A CG + A19 + AS
z

As the simulation system is linear we simulate 5 different steps : AM, ACG, 413 . AS , and

afterwards we determine the maximum step amplitudes that Keep the model safe and out of the ground
effect.

The simulations of the designed tests ar, shown fig.42.

2.3.2.3. - Free flight procedure.

As example we shortly describe the DO 28 TNT free flight procedure £details in Pef.9). The nodel
is unmoved under the catapult. Its instrumentation is supplied with external current. There are three
accelerometers, three gyrometers, three pressure transducers, six electric actuators and their potentio-
meters for position information, a photocell, the P.C.M. codeur, the transmitter and of course batteries.

The on-ground computer is ready to collect the data. All the on-ground system is preprogrammed.
When starting the test, a flash operates and commutes through a photocell the whole on-board system.
All data from on board transducers are collected. The lens of the ground based cameras are ooe~ed and the
model light spots are turned on. After half a second, the mock-up is moving under the catapult and just
FFter the release the optic barriers measure the initial velocity. Passing the cameras, the model light

spots produce trails on the negatives. Furthermore the space-time synchronisation system (flasches and
:hotocell tops) will determine the times of the events.

3 - DATA PROCESSING AND EVALUATION METHODS.-

3.1 - Data acquisition.

On board data digitalisation in performed with a 150 kb frequency. Ir each P.C.M. cycle two key
words are checked by the computer for synchronisation. Indeed it sometimes happens that a cycle isn't
well transmitted or is even lost. This cycle isn't taken in account and the computer has to decide when
the transmission is good again. We exactly know the time of each cycle transmission owing to an on-board
cycles counter whose value is transmitted inside each cycle.

At a 150 Kb frequency with two subcycles we collect 781 values/sec/parameter. The bandwidth
(about 260 hz) is thus sufficient to describe the transient and ian-stationary phenomena.

• . . . . . . . . .. . .. C . . . . . 1 ..-. . -. . I .. I I.. . .. . . . . . . . .
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3.2 - State vector evaluation and filtering aspects.

3.2.1 - State vector evaluation.

Two main programmes are implemented to process the oata relating to the flight (see fig.431.

The trajectography programme processes the spatial traces of the model references obtained
sy the optical recordings made on bases. It uses 48 measuring points per base to work out a set of
characteristic values for a given position of the model. Linearisation by least squares on each spatial
trace is performed and a coherance test for the lata is drawn up ucing the criteria of the geometrical
positioning of the optical references in the model centerlines. For each base we therefore obtain the
Fuler angles and the coordinates of the center of gravity y X . YG ,' Z) in addition

to the coordinates for the spatial glide path.

The processing programme for the dynamic recordings processes on about 40.000 values. It
operates on the values obtained by the difference between the free flight and the reference values
recorded immediately before the launching. The first set of initial conditions is determined either by
direct measurements (instant values supplied by the transducers at the time of release) or by independent
measurements such as glide path, attitude, initial velocity, etc ..

For each PCM sub-cycle (1.28 msl the following magnitudes are restituted or visualized . 9
XG - Y ' ZG W and their derivatives, V , . control surface positions, data relating to the

tail plane.

. The results obtained from both independant data sources are then useu in a validation test and
for final adjustment of the initial flight conditions. In actual fact, the trajectographic data remain
thu most accurate, enabling correlation to be made with the integrated dynamic data. The flights are
validated when, for each of t e variables, the value occurs inside "precision tubes" defined by the
geometric accuracy of the data. A least square is implemented to deal with the various optical bases.
The adjustments are made on the initial flight conditions ( To, '9 T '1 ' * VD, Z , first and

second derivatives) taking into account the confidence in each measured pararnutu.

This flight validation procedure therefore specifies the initial conuiti:1ns an-, enacles full
use to be made of the flights there after : working out of the state vector and its 2eCivatives in
oarticular. Checks on the passing times through the velocity measuring barriers check the release
abscissa and the space-time synchronisation.

The means taken as a whole allow us to validate flights in a laboratory over distances of about
:1 m inside "precision tubes" with geometric magnitudes X * Y , 7 of 0.01 m and 0.10 on attitudes.

The quality of the information for accelerations and angular and linear velocities is therefore
particularly precious for the aerodynamic exploitation of the flights.

During the same computer restitution program, these various elaborated data are projected into
flight-path axis system.

3.2.2 - Fil'ering aspects.

Three examples of filters are shown on fig. 44

- First order filter : to remove from the dynamic data the residual structural noise [above 20 Hz)
associated with release, a reverse-direct digital first order filter is implemented. It allows us to
precisely determine the initial dynamic conditions ; this filter is not use when transient or non stationary
effects are concerned.

- Polynomial filter is an interactive software mostly used to process the flights with high
frequency inputs. In this method, a succession of polynomials approximates the experimental curve. Then
the first order filter is implemented to treat the difference between the experimental curve and the
polynomial curve.

- F.F.T. filter : in this method, the signal is decomposed into Fourier Series by a fast Fourier
transform method. The coefficients related to the perturbing frequencies are set equal to zero. Then the
signal is recomposed. Let us notice (fig.45) that the method is very efficient for cyclic applications but
it induces non physical perturbations for the other applications (fig.44).

3.3 - Evaluation methcs.

3.3.1 - Preliminary identification at IMFL

3.3.1.1 - Stationary coefficients.

The determination of stationary characteristics from free flights are obtained through a flight
adjustment procedure. The preliminary aerodynamir, data, wherever they come from, are not sufficiently
rigorous to determine a permanent flight over 200 chords at set trim. An adjustment phase for stabilizeo
symmetrical flights is undertaken according to the procedure outlined in fig.46.
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The initial conditioAs ( AV . 6 , ... required to obtain a permanent flight are
0moaL'usted by the digital simulator on tfe basis of the information obtained during the previous flight.

When the perminent flight is established (each variable remaining stable inside the defined "precision
tubes") balanced aerodynamic characteristics of the model are obtained with great accuracy.

3.3.1.2 - Identification of the longitudinal derivatives.

For the identification, the s~stem CX = AX , BU shown on fig.47 is written in the form b=AX-CbXBU

By replacing the simulated values X and X with the experimental values, the first member will no
longer be void and we can then write

where M is the matrix composed of the combined matrixes [A - C B] and YT the vector composed
of the combined vectors LXT k T uT3

the vector E is an errnr vector with 4 parts and we can reduce to the minimum --t 'j line by line using
the least squares methou. 0A

A principle used in this IMFL identification system is the simultaneous use of the greatest possible
number -f tests and the use of the elaborated state vector and derivatives in the criterion. It was
demonstrate as very efficient.

*Zg.48 shows the overall identification results achieved with this method.

For 6 different flights we obtain a good general agreement with the identified set of coefficient.

It must be pointed out that for these tests we produced low amplitude motion. While remaining
coherent with the model hypotheses, more marked steps will allow us to perfect the definition of the
parameters looked for.

3.3.2 - Definition of the evaluation method used at DFVLR.

A schematic of the main evaluation method is given in fig.49. Based on this method, a computing
program was developped by CFVLR, which has a high adaptibility to different field of applications and
different model structure definitions. Some special features of this computing program are listed in fig.50.
The program can be used for equation error regression, output error regression (weighted least squares) or
maximum-likelihood estimation. Because model definition can be changed during calculation, the evaluation
can be started in the output error regression mode without any Knowledge of a-priori-information and
finished in the maximum-liKehood-mode. Using a subroutine for the calculation of non-linear functions of
measured input- and output signals, also non-linear terms in the mathematical model can be taken into
account. In this way, the different model types A, B, C and D from fy.l8 could be identified using the
same computing program.

In identification from ATA free flight experiments, seven selected flight tests where combined
in one identification run.

Fig.51 shows the final identification result for the pitch-degree-of-freedom part of model C
from fig.26 such good curve fittings where obtained also for the others degree of freedom (fig. 52-53),

Fig. 54 gives a comparison with the results obtained from the preliminary evaluation and for
varied a-priori-values of C • and C - . A comparison of results from different static and dynamic
techniques and evaluation meods appried to 00 28 TNT-model is given in fig.55.

4 - CONCLUSION.-

A large variety of methods an techniques are now available for the determination of aircraft
v-i: stability parameters. The question is to satisfy the requirements dictated by the new flight domain

rsi eret.

s t 2l ,i ethnds based on captive model tests in wind tunnels, mainly progress in the field

Sa'r ntumber of the informations collected during the experiments, data acquisition
,: 1,azration nf the dynamic conmponents, filtering aspects, extension to the

, rre mrdols in wind tunnel or free models in laboratory
,, * - ' , flrd. Accurate quantitative results can be

• ;i tirn nf parameter identification methods,
' .w' * t. ;' t :. These methods are presently extended

I Mo) ant ar, flexible enuugh to

,* : d t'- the matheri-

, I *'rIJ,
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SUMMARY

The lec: re deals with specific problems of system identification applied to highly

augmented aircraft with respect to flying qualities assessment. An introduction to the
influence of augmentation system on dynamic response and flying qualities is given. The
application of parameter estimation techniques to control loop systems and problems of
control loop identification and equivalent system modellization are discussed.

1. INTRODUCTION

The purpose of system identification is the determination of a mathematical model
which corresponds to the structure of the system under test and yields model responses
that are equal to system responses for any arbitrary inputs. Aircraft parameter estimation
techniques usually determine the aerodynamic derivatives from flight tests carried out
with the augmentation system disengaged.

The current design trends are towards even more highly augmented aircraft with
advanced control concepts. In these cases security reasons often do not permit the stabi-
lity augmentation system to be removed during an identification experiment. Consequently
identiFication experiments frequently have to be performed on aircraft operating in
closed loop. The important influence of the augmentation system and the dependency of its
behaviour on flight conditions requires system identification of the augmentation
system.

In this paper some practical aspects are discussed, which are important in closed
loop identification. The application of system identification results to flying qualities
assessment is stressed. The theoretical background is only mentioned when problems are
discussed which occurred during flight test data evaluations.

In the literature there are only a few papers which deal with practical evaluations of
closed loop identification e.g. [1] and [2], whereas theoretical aspects of closed loop
system identification are treated rather extensively [3 - 34]. The most comprehensive
survey of recent results is given in the paper by Gustavsson et al. [3].

2. INFLUENCE OF AUGMENTATION SYSTEM ON MODELLIZATION

To assess flying qualities of aircraft various evaluation methods are applied. One
method is the evaluation of characteristic motion to determine the dynamic characteri-
stics - eigenvalues and eigenvectors - of the system (Figure 1). The results are compared
with flying quality specifications, for example in the case of military aircraft with
MIL-F-8785 B (ASG). The specifications are valid when the aircraft is unaugmented or
when the dynamic behaviour is similar to an unaugmented aircraft.

The augmentation system dynamics can influence the dynamic response of the aircraft
significantly. Figure 2 shows the block diagram of an aircraft operating with and without
Stability Augmentation System (SAS). When the aircraft is unaugmented the pilot commands
are fed directly to the control surfaces. The control surface deflections lead to aero-
dynamic forces which result in aircraft responses. When the aircraft is augmented air-
craft motion and pilot command is measured and fed into the stability augmentation system.
The control system moves the control surfaces. Aircraft responses due to the control sur-
face deflections are aitcraft motions, which are again measured and fed back to the
control system. This way the control loop is closed.

Aircraft responses can be described by linearized equations of motion. As an example
the equation of longitudinal motions are given:

u Xu u-Xw w- X q + g 0 X6 
6 e

- Z u - Z w - (V + Z ) q Z 6 e

-M u u Mw w- M q = M6 e

-q =
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These equations can be written using mptrices and vectors in the following form

+-Z U-Z - (V+ Z q 0 O Z6 6(2
+i w: M = 6e (2)

-M Mw  -M q 0 q 6

or

x + Ax = Bu (3)

with the qpen loop system matrices A and B, the state vector x and the control vector u.
Some types of feedback configurations will now be discussed to show their influence on
the model structure (Figure 3).

Control system with constant feedback. A stability augmentation system with constant
feedback of pitch rate can be described by

6e = aq + b 6es (4)

6. and 6es are elevator surface and stick deflections, a and b are constants and q is the
pitch rate. Inserting tne feedback law (4) in (1) gives

-X u - Xw w - (Xq + a X6 ) q + g 0 = b X6 6es

-Z u u - Zw w - (V + Zq + a Z6 ) q = b Z6 
6es (5)

-M u u -M w w - (Mq +a M6)q = b M 6e
U W q q 6 es

Cq = 0

The structure of these equations is not changed compared to the structure of Fq. (1). only
the coefficients in the column of the feedback signal are varied. These equations,
therefore, could be valid for another aircraft without augmentation system, but another
set of aerodynamic derivatives which are called equivalent derivatives.

In a more general discussion a feedback law of

u = Cx + Du (6)s

is used with the feedback matrix C, the feedforward matrix D, and the vector of pilot
command signals us . Inserting the feedback law (6) in (3) gives

k+ (A - BC)x = BDu s  (7)

The structure of this equation is also not changed compared to the structure of Eq. (3).
Only the coefficients in the columns of the feedback signals are varied.

" st'ytm h differential feedback. A stability augmentation system with
differential feedback can be described by the control law

u = Cx + Ek + Du (8)
s

When the feedback law (8) is inserted in Eq. (3), then

(I - BE) x + (A - BC) x = BD u

or

+ (I - BE) -  (A - BC)x = (I - BE) - I BDu s  (9)

with the unit matrix I. The Eq. (9) has the same structure as Eq. (3) , but all coeffi-
cients in the matrices are varied, even if only one signal is fed back by the stability
augmenLation system.

C' r": siate, wth 1 ntegrat ing fedbak. In the case of a stability augmentation
system with dynamic behaviour the control law is given by

6+ Fu = Cx + Du (10)

This equation together with Eq. (3) can be written in the form

[+ [_ -B [1j = [0J u s(11)
This differential equation system has a different structure compared to Eq. (3).
The number of poles increases with the number of equations and for highly igmented air-
craft no equivalent unaugmented aircraft model with similar dynamic behaviour can be found.
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Some MIL-specifications, therefore, cannot be applied to aircraft with stability
augmentation systems having a significant dynamic behaviour. In these cases other
evaluation methods have to be used.

One possibility is to apply system identification methods. This paper deals specially
with the aspects of the application of system identification to the assessment of flying
qualities of augmented or automatically controlled aircraft. System identification has the
great advantage of yielding a mathematical model of the augmented aircraft, which may be
used immediately to calculate the dynamic response for arbitrary inputs.In addition, it also
allows the assessment to be carried out with reference to general aspects of system theory,
e.g. stability limits in precision flight. Figure 4 shows the two evaluation methods. As
system identification requires much greater effort the flight test engineer generally
will prefer the simpler method of evaluation of characteristic motion. This, however, may
cause problems, especially in the flying qualities assessment of highly augmented aircraft.

3. AIRCRAFT WITH LONGITUDINAL AUGMENTATION SYSTEM

To assess flying qualities with respect to the longitudinal short period MIL-F-8785
specification involves criteria which are based on a second order model. The same
approach may result in good fits for the short period time histories even in the case of
an aircraft with a stability augmentation system that has a significant dynamic behaviour.
An example is given in Figure 5. Satisfactory fits of flight test data and model response
data were obtained in all evaluations of characteristic longitudinal motions using a
simple second order model. Thus, the augmentation system dynamics could not be detected
during characteristic motion evaluations, and the flight test engineer may apply the
handling criteria without being warned. But the quantitative assessment based on the
MIL-Specification would give conflicting results when compared to pilot rating evaluations.

To overcome the deficiencies of handling qualities investigations based on characte-
ristic motion evaluations, system identification methods were applied. A modified maximum
likelihood identification method which can be started without knowledge of a priori
values for the unknown parameters was used. The flight test data were obtained using
various pilot applied control inputs (mainly steps and doublets). However, special input
sign"Is designed for system identification were not employed. During these manoeuvers the
SAS was engaged. Signals were measured at points A, B and C shown in the sketch of
Figure 6.

The flight test data measured at the points A and B were used to identify the SAS.
The outputs from the identification were the SAS parameters. Elevator surface deflection
and aircraft response, points B and C, were used to determine the aerodynamic derivatives
of the basic aircraft. The results of the two identifications can be used to calculate
the behaviour of the closed loop model. In addition, a system identification of the
augmented aircraft from point A to C was carried out using an unaugmented aircraft model
structure. This identification yields so called equivalent derivatives.

The results of some representative flight test data time histories and corresponding
system identification curve fits are shown in Figure 7. The curve fittings based on the
identification of the aerodynamic derivatives on the left of Figure 7 are satisfactory.
On the right hard side, equivalent derivative curve fittings are shown. The pitch rate
fit is unsatis1actory,while the vertical acceleration fit is acceptable but not good.
The deficiencies are caused by the inadequate model structure which did not include the
augmentation system dynamics.

As a check, two models were used for identification of the control system. On the
left of Figure 8 results using the complete dynamic model are shown. On the right are
results using a simplified model which neglected augmentation system dynamics. The poorer
fit on the right again shows the influence of the augmentation system dynamics.

Another time sequence is shown in Figure 9. Again as shown on the left, identifi-
cation of aerodynamic derivatives yielded satisfactory fits. The model structure is equal
to the system structure. As shown on the right, identification of equivalent derivatives
also yielded satisfactory fits. Although the model structure is not equal to the system
structure, the fits are still good. The flight test engineer may assume that the
influence of the stability augmentation system dynamics is small and can be neglected
for handling qualities assessment.

In Figure 10 the corresponding identification results for the stability augmentation
system are shown. On the left, the identified model included the SAS dynamics. On the
right, the identified model did not include SAS dynamics. It is clear that the SAS
dynamics should not be neglected.

For the cases where a good fit of aircraft response was possible using equivalent
derivatives, the augmentation system dynamics were approximated by modifying the deri-
vatives. It was found that the modification of the derivatives was dependent on the par-
ticular input signal used. Therefore, the identified equivalent derivatives could not be
used to predict aircraft responses for other arbitrary input signals.



In Figure 11 poles of the short-period motion for both the open and closed loop cases
are shown. Three different regions oan be distinguished. The poles of the basic aircraft
are at relatively low frequencies. The poles of the augmented aircraft,which were calcu-
lated from both the identified SAS and basic aircraft models, are at relatively high
frequencies.In between are the poles of the aircraft modeled with equivalent derivatives.
These poles should be in the same region as the poles for the augmented aircraft. Thus,
aircraft models using equivalent derivatives can lead to erroneous conclusions during
handling qualities investigations. All aircraft configurations investigated showed similar
results.

4. AIRCRAFT WITH LATERAL DIRECTIONAL AUGMENTATION SYSTEM

In contrast to the evaluations of the longitudinal motion the influence of the
lateral-directional augmentation system dynamics could at least be partially identified
by evaluations of characteristic motions.

In the following some examples of such evaluation results will be given. Figure 12
shows time histories of the lateral directional characteristic motion. Flight test data
are plotted using solid lines. The crosses represent the best fit possible using a second
and fourth order model. For this dutch roll example, yaw rate and sideslip angle are
matched fairly well, whereas the fit for roll rate is unsatisfactory using a second
order model. A satisfactory fit was obtained using a fourth order model consisting of two
conjugate complex pole pairs. One of these pole pairs represents the dutch roll motion,
the other pair represents the control system dynamics. Another data run is shown in
Figure 13. As can be seen, the unsatisfactory roll rate fit using a second order model is
again improved when a fourth order model is used. In this case also better fits for yaw
rate and angle of sideslips are obtained with the fourth order model.

In the two examples shown in Figure 12 and 13, the SAS dynamics could be detected
during the evaluation of characteristic motions. The flight test engineer is warned thdt
the stability augmentation system has significant dynamic behaviour. The response of the
augmented aircraft does not conform to the basic assumptions of the MIL Spec 8785 and
these criteria cannot be readily applied.

In other cases of lateral-directional characteristic motions the augmentation system
dynamics could not be detected. Figure 14 shows an example of a good fit for a second
order model. In cases like this the flight test engineer may apply the handling criteria
without being warned. But the quantitative assessment based on the MIL-specifications
would give conflicting results when compared to pilot rating evaluations.

In order to gain a deeper insight into the influence of augmentation system dynamics
on the lateral-directional motions, system identifications analogous to those for the
longitudinal motion were effected. Some representative flight test data time histories
and the corresponding system identification curves are shown on Figure 15. The curve fits
based on the identification of the aerodynamic derivatives are satisfactory.

In Figure 16 curve fits based on identified equivalent derivatives are shown. Although
the model structure is not equal to the real system structure, the fits are still satis-
factory. The flight test engineer may assume that the influence of the stability aug-
mentation system dynamics is small and that the augmented aircraft may be represented by
a model of an unaugmented aircraft. This conclusion is only permissible if for normal
pilot control inputs the augmentation system dynamics are not excited.

To check this it is necessary to apply system identification to a model with and
without augmentation system dynamics. This approach is analogous to that for longitudinal
motions (Figure 6). The lateral-directional augmentation system has two parts: the
roll and the yaw augmentation system (see Figure 17).

In Figure 18 the identification results for the roll augmentation system with two
model structures are compared. In addition,the response of the model given by the
contractor is shown. Inputs to the roll augmentation system are roll rate and stick de-
flection. The identification was made applying the same two models to four time periods.
Application of proportional feedback model (see first diagram, Figure 18) resulted in
good fits in the first and fourth time period. But in the two middle time periods the
augmentation system behaviour represented by this model is wrong. The dynamic behaviour
of the augmentation system in this case cannot be neglected. This example shows also that
an identification model of the augmentation system may yield good fits for some pilot
inputs without being representative for other arbitrary inputs.

In the second diagram flight test data and the response of the contractor's model are
shown. The fit is satisfactory but there are some discrepancies in the first and last
time period. The third diagram shows the curve fit using a model obtained by system iden-
tification including augmentation system dynamics. Here the fit is good for all time
periods.

in an analogous manner the yaw augmentation system was analysed (Figure 19) . Also in
this case there are partly good fits using a proportional feedback model but in the
second time period the fit is less satisfactory. The contractor's model shows curves
which are too high at peaks of the output signal (see second diagram). Here again the best
fit is given by the model obtained by system identification including augmentation system
dynamics even though there remain small deviations.

ILA



5. CLOSED LOOP IDENTIFICATION PROBLEMS

In the identifications presented so far no difficult1-: ukc~lrred in the determi-
nation of the mathematical model of the closed loop system consisting of the basic
aircraft and the augmentation system. However, problems may arise if some laws of
identifiability are violated.

In the following it is assumed that some system noise must be taken into account in
the equations of flight dynamics. The equations are

x + Ax = 
Bu + r (12)

with x = aircraft response,
u = control surface inputs,
r = system noise.

The augmentation system may consist of proportional feedback channels or the augmentation
system dynamics may only be so weakly excited during the measurement period that the
augmentation system may be approximately represented by the equation

u = Cx + Du (13)s

with u, = pilot control input. The task of closed loop system identification is to
determine elements of the open loop system matrices A and B, the feedback matrix C, and
the feedforward matrix D.

Multiplication of Eq. (13) by an arbitrary matrix A and adding the product to Eq. (12)
yields

x + (A + AC) x = (B + A) u + r - A Du s  (14)

When applied to basic aircraft parameter estimation, the identification method treats the
sum r - A Du s as noise and determines the coefficients so as to minimize the values of this
noise. If the control inputs us during the measuring time are large, the elements of I.
become very small and may, therefore, be neglected in all terms of Eq. (14). This
equation then is approximately the same as Eq. (12) and the feedback, consequently has
only little influence on the precision of the identification results. If, however, the
control inputs us during the measuring time are small or restricted to very short periods,the term A Du will be small compared to the system noise r even for rather large values

of A . Eq. (14 then also has the same structure as Eq. (12) but the matrix A is involved
in the coefficient matrices of x and u. Variation of A does not influence the model
response and the cost function of the system identification method. The result of identi-
fication will then be the matrices A + A C and B + A instead of A and B, with an
arbitrary matrix A.

The difficulties in this case are caused by the fact that the control surface
deflections become linear combinations of the aircraft response variables, as may be seen
from Eq. (13) in neglecting the control inputs us . Similar difficulties may arise when
aircraft response signals are correlated or become linear combinations due to augmentation
system influence. This yields

x = Gx I G + 1 (15)

with I = unit matrix. Inserting Eq. (15) in Eq. (12) gives

k + IA + A (I - G) I x = B u + r (16)

Here again an arbitrary matrix A is involved in the coefficient matrix of x. It does not
affect model responses and the value of the cost function and the elements of matrix A
cannot be determined.

In evaluation of flight test data from closed loop measurements both cases may occur
together. This means that control surface deflections and aircraft response variables may
be highly correlated or that an aircraft response variable is highly correlated to
another one. In the following,two examples will be given.

A dutch roll excitation using a rudder pedal doublet caused the signals of Figure 20.
F, p and A are highly correlated to one another. In the figure it is demonstrated that the
extreme values occur at the same time.IResults of system identification were not satis-
factory. When this time period was supplemented by another one with aileron stick
deflection satisfactory results were obtained.

Time histories of curve fits of lateral-directional motion using harmonic oscillation,
with SAS fully engaged, are shown in Figure 21. As can be seen, the signals are highly
correlated. The peaks of the signals are often at the same time. Again the results of
system identification were disappointing.

In flight tests harmonic oscillation inputs are scarcely ever applied. Short time exci-
tation, for instance doublets, are used more frequently. It is necessary, therefore, to
evaluate also the characteristic motion by the system identification procedure. In these
cases the correlation of the signals are characterized by the phase angle of the eigen-
vectors. Thus a significant influence of eigenvector phase angle on the correlation and

A
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identifiability of derivatives can be expected. Figure 22 shows an example of a highly
augmented aircraft. The eigenvector phase angle of p and 8 is in many cases near to 1800

due to stability augmentation system. The correlation coefficient of N and N is some-
times nearly 1 at the maximum of the envelope at 1800. In this region the stagdard
deviation of the derivatives increases. As an example, standard deviations of N are shown
in Figure 23.

To overcome the difficulties in the identification it is necessary to apply well
designed input signals. Evaluation of several time periods with different modes of
excitation is also advantageous. Another possibility, which will be discussed in the
following, is shown by Gilyard Ill.

The lateral directional flying qualities of a mach 3 cruise aircraft is significantly
influenced by engine inlet forces. The engine inlet was controlled by an inlet computer
(see Figure 24). A simplified block diagram of the control loop is shown in Figure 25.
The linearized equation of motion can be written in the form

+ Ax = B1 uI + B2 u2 + r (17)

with two control inputs u. u1 means rudder deflection and u2 inlet position variations.
The control law can be approximated by the equation

u2 = C x (18)

Inserting the feedback law (18) in Eq. (17) gives

x+ (A + A C) x = B1 uI1 + (B2 + A) u2 + r (19)

Flight tests with inlet computer engaged yields correlated signals, as shown by Eq. (18).
Using only these flight test data it is not possible to identify the unknown coefficients
due to the arbitrary matrix A. A second flight test with inlet computer disengaged yielded
flight test data which meet the equation

+ Ax = B u1 + r (20)

From identification of both flight tests with the same model good results can be obtained.
Using the test with the inlet computer disengaged the elements in the matrices A and B1
are identified corresponding to Eq. (20) and the matrix A in Eq. (19) is set to zero.
Using the test with inlet computer engaged the elements of matrix B2 are estimated (see
Eq. (19)). The results of curve fits are shown in Figure 26. This method can also be
applied using two flight tests with different gains in the augmentation system to meet
the identifiability requirements in a closed loop system.

6. CONCLUSIONS

To conclude, when identifying an aircraft with a dynamic stability augmentation system,
the following points are important

- Evaluation of flight test data may yield satisfactory curve fits but give unsatisfactory
results for closed loop handling qualities investigations. In particular the flight
test engineer must be aware of the shortcomings of characteristic motion evaluations,
equivalent derivative estimations, and investigations based on equivalent derivatives.
Using these methods, augmentation system dynamics and its influence cannot be detected
in all cases.

- Satisfactory fits and also satisfactory results can be obtained using expanded models
and methods. System identification of the basic aircraft and the dynamic stability
augmentation system yields a correct mathematical model. Separate identification of
basic aircraft and SAS instead of using equivalent derivatives proved to be absolutely
necessary.

- Problems of identifiability in system identification of closed loop systems can be
overcome by applying well designed input signals. To improve system identification it
is recommended to use several selected flight tests with different modes of excitation
for one parameter estimation. An additional possibility is to use different feedback
control gains in flight tests.
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